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			Table 1.
	1. PURPOSE AND OBJECTIVES OF TRAINING

	[bookmark: _Hlk20602891]Nowadays, knowledge of, and competence in, the application of statistical principles and methods are of utmost importance, not only for an understanding of the biological and medical sciences, but also for effective practice in any of the health professions. Because of the variability of biological, clinical and laboratory data, the science of statistics is necessary and central to their understanding and interpretation. 
The course in “Medical statistics” aims at enabling medical students to understand the basic principles and statistical methods used nowadays in different branches of medical science and medical practice. 
The content of teaching is organized in two parts:
1.	Descriptive statistics – basic concepts, stages of the research process, sampling and types of samples, classification of variables, organization and presentation of data, distributions, descriptive statistics for qualitative and quantitative variables. 
2.	Inferential statistics - statistical analysis of relationship between dependent (effect) and one or more independent (causes) variables, generalization from a sample to a population, confidence intervals, probability, parametric and non-parametric methods of hypothesis testing.
At the end of the course the students should be able to:
· Define the concepts of population and sample, representative sample and sampling methods; 
· Determine the different types of variables and their meaning;
· Explain the characteristics of normal distribution, standard normal curve and z scores;
· Characterize two types of skewed distributions – positively and negatively skewed; 
· Define the descriptive statistics for qualitative variables, their calculation and graphical presentation;
· Define the measures of central tendency, their calculation and graphical presentation;
· Define measures of spread, their calculation and graphical presentation;
· Use measures of central tendency and spread to establish groups of normality; 
· Explain the meaning and use of correlation coefficients;
· Determine the concept of generalisation of data from a sample to a population and all concepts related to this process – probability, sampling error of the mean, confidence intervals and to make simple calculations of confidence intervals; 
· Define the main concepts in hypothesis testing – types of hypothesis, type I and type II errors, one-tailed and two-tailed t test, P value;
· Test hypotheses using parametric tests and make conclusions using tables of critical values of t test;
· Test hypotheses using non-parametric test chi-square and tables of its critical values.
 

undeer

	2. FACULTY 

	Lecturer: 	
· Assoc. Prof. Dr. Gena Grancharova, MD, PhD; room 322, tel.: 064 884 224
E- mail: gena_grancharova@mu-pleven.bg
Assistant professor:
· Eleonora Mineva-Dimitrova, Master in Statistics; room 323, tel. 064 884 226;
E- mail: eleonora.mineva@abv.bg 


	3. PROGRAMME OF STUDY (CURRICULUM)

	Medical statistics is an optional subject and is scheduled in second year, fourth semester in the academic plan for the specialty “Medicine”. This is the only subject for medical students that is providing specific knowledge in methodology of medical research, organization and presentation of data, descriptive statistics for summarization of data and statistical techniques for generalization of data from a sample to a population and for hypothesis testing by parametric and non-parametric tests. 

The curriculum in Medical Statistics is designed according to the guidelines of the World Health Organization how to teach medical statistics to medical students and corresponds to the introductory courses provided in most of the medical faculties and universities all over the world. 

File: MStat-AEO-Programme.docx 

	4. LECTURE COURSE 

	
	The lecture course consists of 15 academic hours, eralised in 7 and ½ two hour-lectures. 

To the lecture course…

	5. ADDITIONAL MATERIALS 

	In order to help students to better understand the basic concepts and methods in medical statistics some additional material are prepared:
            Appendix 1. Critical values of one-tailed and two-tailed t-test

Appendix 2. Critical values of chi-square

Appendix 3. Critical values of z score

     Appendix 4. Short glossary in medical statistics 

     Appendix 5. Recommended literature 
 

	6. PRACTICAL TRAINING

	 
Practical training is organized in the same way as the lecture course. It is intended at helping the medical students to better understand the basic principles, concepts and statistical techniques in relation to medical science and medical practice. The discussions, calculation and interpretation of data are supported by demonstration of IBM SPSS Statistics v.24.
 
The theses of the practical trainings can be found in the programmer of study (curriculum).


	7. Examination synopsis in medical statistics 

	The synopsis reflects all lecture presentations and information provided to the students during their practical training.  

File: MStat-AEO-Synopsis.docx


	8. Multiple choice tests questions

	During the course the students have to complete two tests. 
· The first test is scheduled at the 4th practical training and covers the introduction and descriptive statistics.  
· The second test is scheduled at the 7th practical training and covers inferential statistics. 
· The format of both tests corresponds to the exam test and the result of both tests (as average) is taken into account as 30% of the final examination mark.

Test examples can be found at the end of all lecture presentations and at the link below.

Files: SampleTest1.docx
SampleTest2.docx



	9. GENERAL COMMENTS AND RECOMMENDATIONS

	This section contains instructions on how to prepare for the course. During the semester the students should follow the information provided on the special sector of the information board at the department of Public Health Sciences.

The general comments and recommendations can be found using the link below.

File: General comments and recommendations.docx


	10. FORUM ON THE DISCIPLINE

	The forum in medical statistics is developed to give opportunity for communication between the students. The faculty prefers direct personal contact during the lectures and practical training and they will not participate in the forum. 

	11. CONSULTATIONS

	Consultations will be provided according to a predetermined schedule that will be available on the information board at the Department of Public Health Sciences.



Table 2.
	[bookmark: _GoBack]Lecture 1: Introduction to statistics

	Definition and major objectives of statistics. Basic concepts – population and sample. Types of studies – 100% studies, monographic studies, genuine sample studies. Stages of the research process – planning, formulating hypotheses or aims, research design, data collection, organization and presentation of data, data analysis. Sampling and sample types. Classification of variables. Organizing and presenting the data. Table presentation. Graphical presentation. 
Test examples.



Presentation of Lecture 1.  File: Statlecture 1-2019.pptx


	Lecture 2: Distributions and descriptive statistics for qualitative data

	Distributions. Types of distributions. Normal distribution. Standard scores and standard normal curve. Z scores and z tables. Asymmetric distributions. Characteristics of positively skewed and negatively skewed distributions. 
Simple descriptive statistics for categorical data. Characteristics and calculations of ratios, proportions, percentages, rates. Graphical presentation of qualitative (categorical) variables.
Test examples.


 Presentation of Lecture 2  File: statlecture2-2019.pptx

	Lecture 3: Descriptive measures of quantitative data. Measures of central tendency.

	Introduction to summarization of numerical data. Basic terms in central tendency. Characteristics of the mean. Three approaches in determining arithmetic mean – in ungrouped data, in grouped data and in an interval array of data. Characteristics and determination of the median. Definition of the mode. Comparison of the three basic measures of central tendency. Relations of the mean, median and mode in different types of frequency distributions. Measures of location: quantiles and percentiles. Types and estimation of quantiles. Characteristics and use of percentiles. Comparison of different types of quantiles. Test examples.


 Presentation of Lecture 3  File: statlecture3-2019.pptx

	Lecture 4: Descriptive measures of quantitative data. Measures of spread. The concept of norms and normal groups’ limits.

	Measures of spread (dispersion, variability). The essence of the concept of spread. The main reasons to measure the dispersion. Description of the most common measures of variability or spread: range; standard deviation; the variance; inter- and semi-quartile range; coefficient of variation. Five steps in calculation and understanding the meaning of standard deviation. Interquartile range and its characteristics. Semi-quartile range. Coefficient of variation (relative variability) and its advantage in comparing variability in samples measured in different units.
The concept of norms and normal groups’ limits. Basic principle of a normal distribution. The concept of “norms” or “normal limits”. Two approaches to establishing normal group limits: by mean and standard deviation in cases of normal distribution and by percentiles in all types of distribution. Characteristics of percentiles and their advantage in establishing the reference limits of normality in clinical and other areas of investigation. Test examples.


    
Presentation of Lecture 4  
File: statlecture4-2019.pptx

	Lecture 5: Correlation

	· The importance of establishing relationships between two or more sets of observations or variables in medicine and clinical practice. Definition of the correlation coefficient. Scattergram as a visual presentation of different types of relationships. Types of correlation: linear correlation (positive and negative) and non-linear correlation. Selection of correlation coefficient for establishing relationships in different types of variables and scales of measurement. Characteristics of correlation coefficients by their directions and strength. Coefficient of determination. Degrees of correlation. Four main groups of statistical methods for calculation of correlation coefficients: for qualitative variables with only two categories – φ (phi); for qualitative variables with more than two categories - φ (phi); when both x and y are measured on, or transformed to, ordinal scales – Spearman correlation coefficient; when both x and y are quantitative and measured on interval or ratio scale – rank correlation - Pierson coefficient. Uses of correlation in health sciences for prediction, for measuring the reliability and predictive validity of assessment, for estimating shared variance. Correlation and causation. Test examples.


Presentation of Lecture 5  
File: statlecture5-2019.pptx

	Lecture 6. Inferential statistics. Statistical estimation: from sample to population.

	Why do we need to study samples? Statistical estimation – definition. Two types of estimation: point estimation and interval estimation. Basic concepts in interval estimation: standard (sampling) error of the mean; probability and probability coefficient; degrees of freedom; confidence interval. From sample to population - basic steps in interval estimation. Basic steps in interval estimation. Test examlpes.
 


Presentation of Lecture 6  File: statlecture6-2019.pptx

	Lecture 7. Hypothesis testing. 

	Introduction and logic of hypothesis testing. What is statistical hypothesis testing? Tests of significance. Basic concepts: Null hypothesis - H0; Alternative hypothesis – H1 or HA; Directional hypothesis or one-tailed hypothesis; Non-directional hypothesis or two-tailed hypothesis; statistical significance (P); two types of statistical tests - parametric tests and non-parametric tests. Description of the basic steps in hypothesis testing. Type I and Type II errors. Now to choose the test statistic? Two types of tests: one-tailed test and two-tailed test. Decision rules. Interpretation of P-values.  
Parametric methods for hypothesis testing. T-test for independent and dependent samples. Non-parametric tests. The 2 (chi-square) test. Uses of tables of critical values of t test and chi-square test. 



 

 Presentation of Lecture 7  
Files: statlecture7a-2019.pptx and statlecture7b-2019.pptx
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Plan of the lecture

Part 1. Distributions. Normal distribution. Standard scores and standard normal curve. Asymmetric distributions. 

Part 2.Simple descriptive statistics for categorical data. 
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Part 1

DISTRIBUTIONS
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VARIABLE  DISTRIBUTION

Some of variable values are more frequent than the others. 

The way how frequent the values of a particular variable are is called probability distributions or frequency distributions. 
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FREQUENCY  DISTRIBUTION 

We could roughly classify the distributions into two groups: 



Empirical probability distributions – distributions observed in real situation;



Theoretical (mathematical) probability distributions – mathematical idealization of distributions observed in real situations. 
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FREQUENCY DISTRIBUTION

The most important theoretical probability distribution is known as Normal or Gaussian distribution.

Other important theoretical distributions are:

Binomial distribution,

Chi square distribution,

Poisson distribution,

Fisher’s F distribution.
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FREQUENCY DISTRIBUTION

Frequency distribution - the range of all values is divided into ordered classes, and the number of observations into each class is determined.

Relative frequency distribution – it may be obtained by dividing the absolute frequencies by the total number of observations.

Percentage frequency distribution 

Cumulative frequency distribution 

Graphing: histogram and polygon
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Examples of frequency distributions for categorical variables 
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		 				Frequency
 		Percent
 		Valid Percent
 		Cumulative Percent
 

		Valid		female		79		50,6		50,6		50,6

				male		77		49,4		49,4		100,0

				Total		156		100,0		100,0		 



 Distribution of 160 medical students by gender

At the table above you can see three types of distributions:

1. Binominal frequency distribution – by females and males 

2. Percentage frequency distribution

3. Cumulative frequency distribution
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		 				Frequency		Percent		Valid Percent		Cumulative Percent

		Valid		18		1		,6		,6		,6

				19		2		1,3		1,3		1,9

				20		57		36,5		36,5		38,5

				21		50		32,1		32,1		70,5

				22		23		14,7		14,7		85,3

				23		9		5,8		5,8		91,0

				24		2		1,3		1,3		92,3

				25		2		1,3		1,3		93,6

				26		3		1,9		1,9		95,5

				27		1		,6		,6		96,2

				28		1		,6		,6		96,8

				29		1		,6		,6		97,4

				30		1		,6		,6		98,1

				31		1		,6		,6		98,7

				35		1		,6		,6		99,4

				40		1		,6		,6		100,0

				Total		156		100,0		100,0		 



Distribution of students by age





The above examples are produced by IBM SPSS Statistics but it is not always to have at your hand such a powerful statistical package. 

Summarizing categorical variables is straightforward, the main task being to count the number of observations in each category. These counts are called frequencies. They are often also presented as relative frequencies; that is as proportions or percentages of the total number of individuals.
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Example: Frequency distribution of delivery of 600 babies born in a hospital by the method of delivery








The variable of interest is the method of delivery, a categorical variable with three categories: normal delivery, forceps delivery, and caesarean section.
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Frequencies and relative frequencies are commonly illustrated by a bar chart (also known as a bar diagram) or by a pie chart. In a bar chart the lengths of the bars are drawn proportional to the frequencies.









Bar chart showing method of delivery of 600 babies born in a hospital
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Alternatively the bars may be drawn proportional to the percentages in each category; the shape is not changed, only the labelling of the scale. In either case, for ease of reading it is helpful to write the actual frequency and/or percentage to the right of the bar. 

In a pie chart the circle is divided so that the areas of the sectors are proportional to the frequencies, or equivalently to the percentages.



















Examples of frequency distributions for  numerical variables
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If there are more than about 20 observations, a useful first step in summarizing a numerical (quantitative) variable is to form a frequency distribution.

This is a table showing the number of observations at different values or within certain ranges. 

For a discrete variable the frequencies may be tabulated either for each value of the variable or for groups of values. 
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With continuous variables, groups have to be formed. An example is given in Table 3.2, where haemoglobin has been measured to the nearest 0.1 g/100 ml and the group 11–, for example, contains all measurements between 11.0 and 11.9 g/100 ml inclusive.

When forming a frequency distribution, the first things to do are to count the number of observations and to identify the lowest and highest values. 
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Example: Haemoglobin levels in g/100 ml for 70 women
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Then you have to decide whether the data should be grouped and, if so, what grouping interval should be used. 

As a rough guide one should aim for 5–20 groups, depending on the number of observations.

If the interval chosen for grouping the data is too wide, too much detail will be lost, while if it is too narrow the table will be unwieldy. 

The starting points of the groups should be round numbers and, whenever possible, all the intervals should be of the same width. There should be no gaps between groups. The table should be labelled so that it is clear what happens to observations that fall on the boundaries.
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In the above example, there are 70 haemoglobin measurements. The lowest value is 8.8 and the highest 15.1 g/100 ml. Intervals of width 1 g/100 ml were chosen, leading to eight groups in the frequency distribution. 

Labelling the groups 8–, 9–, . . . is clear. An acceptable alternative would have been 8.0–8.9, 9.0–9.9 and so on.

Note that labelling them 8–9, 9–10 and so on would have been confusing, since it would not then be clear to which group a measurement of 9.0 g/100 ml, for example, belonged.

Once the format of the table is decided, the numbers of observations in each group are counted. 
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Frequency distributions are usually illustrated by histograms. Either the frequencies or the percentages may be used; the shape of the histogram will be the same. 

The construction of a histogram is straightforward when the grouping intervals of the frequency distribution are all equal, as is the case below. 
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 DESCRIBING A DISTRIBUTION

When the graphical presentation of the shape of a distribution is done it should be described. The shape itself depends on the number and features of the place of highest density (peak).

Regarding the number of peaks:

unimodal – distributions with a single peak,

bimodal – distributions with two peaks,

polymodal – distributions with more than two peaks. 
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DESCRIBING A DISTRIBUTION

Regarding the shape of the peak:

 

bell shaped – distributions in which extreme values tend to be less likely than values in the middle of the ordered series,



uniform – distributions in which all values have the same frequency.
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DESCRIBING A DISTRIBUTION

Regarding the symmetry:



Normal distribution (symmetrical, bell-shaped, Gaussian) - the mean, median, and mode coincide in the centre



Non-normal distributions (asymmetrical, skewed) 
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STANDARD SCORES

Standard scores are a way of expressing a score in terms of its relative distance from the mean. Such “transformed” scores are called z scores or standard scores.



              x - X

Z = --------------

		     s

Z score represents how many standard deviations a given raw score is above or below the mean.
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Example: As a simple application, what portion of a normal distribution with a mean of 50 and a standard deviation of 10 is below 26? Applying the formula, we obtain the following result:
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=50

=26

-3z

-2z

STANDARD SCORES

















33

STANDARD SCORES

Example: Infant A walked unaided at the age of 40 weeks, while infant B is 65 weeks old but still cannot walk. What sense can we make of these measurements?

We need additional information to compare these data with norms for other children. Suppose that X=50 weeks and s=5 weeks; 

Infant’s A score is 2s below the mean 

(40-50) : 5 = - 2,  e.g. z = - 2

Infant’s B score is 3s above the mean 

(65-50) : 5 = 3,  e.g. z = 3
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Standard Scores

Transforming a variable in this way is called "standardizing" the variable. 



It should be kept in mind that if X is not normally distributed then the transformed variable will not be normally distributed either.
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THE NORMAL CURVE

Normal curve - it is a theoretically perfect frequency polygon in which the mean, median, and mode all coincide and which takes the form of a symmetrical bell-shaped curve.

Characteristics of the normal curve:

1. Most of the cases fall close to the mean;

2. Relatively few cases fall into the high or low values of x.
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STANDARD NORMAL CURVE

3. We can use appropriate tables to estimate the area under the standard normal curve for any given z scores.

4. The area under the curve between any two points is directly proportional to the percentage of cases falling between those two points.

All these properties underlie the calculations of the limits for ‘norms’ and is used in clinical practice to determine the so called “normative groups”.
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ASYMETRIC DISTRIBUTIONS 
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Regarding the inclination of the peak or skewness:
- positive skewness – distributions with an extended right hand tail (lower values more likely);
- negative skewness – distributions with an extended left hand tail (higher values more likely).
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POSITIVELY SKEWED - with most of the scores being low, but with some scores spreading out towards the upper end of the distribution; the tail is directed to the right or to the positive side of the distribution 

mode<median<mean
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NEGATIVELY SKEWED - with most of the scores being high, but with some scores spreading out towards the lower end of the distribution; the tail is directed to the left or negative side of the distribution; 

mean<median<mode
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Important:

The type of the distribution determines the statistical tests to be used for descriptive or inferential statistics.
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Part 2

SIPMLE DESCRIPTIVE STATISTICS
FOR QUALITATIVE (CATEGORICAL) DATA
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SIMPLE DESCRIPTIVE STATISTICS
FOR CATEGORICAL DATA

1. Ratios - statistics which express the relative frequency of one set of frequencies, A, in relation to another, B.

              	A

Ratio = ---------    e.g. M/F=10/20=0.5

              	B

Ratios are useful in the health sciences when we are interested in the distribution of illnesses or symptoms or the categories of subjects requiring or benefiting from some treatment.
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SIMPLE DESCRIPTIVE STATISTICS
FOR CATEGORICAL DATA

2. Proportions - the frequency of one category over that of the total numbers in the sample or the population

                        		A

Proportion of A = ----------------- =  M/M+F=0.33

                 			A + B

3. Percentages - the same as the proportions but multiplied by 100; in the above example - 33%
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SIMPLE DESCRIPTIVE STATISTICS
FOR CATEGORICAL DATA

4. Rates - they are used in epidemiology to represent the level at which a disorder is present in a given population.



Incidence rate - represents the number of new cases of a disorder reported within a time period.



	     Number of new cases of a disorder

IR=  -------------------------------------------------------- x base

         total population at risk of the disorder
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SIMPLE DESCRIPTIVE STATISTICS
FOR CATEGORICAL DATA

Prevalence rate - represents the total number of cases suffering from a particular disorder.

        

       	number of existing cases of a disorder

PR = ------------------------------------------------------------ x base

     	total population at risk of the disorder



The base for transforming the rates depends on the magnitude of the rates, conventionally 1000, 10000, 100000.

Important rule: The rarer the event, the bigger multiplier is used.
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z scores express how many standard deviations a particular score is from the mean.

A. True		B. False



The total area under the standard normal curve is always 1.0.

A. True		B. False



The area of a normal curve between any two designated z scores expresses the proportion or percentage of cases falling between the two points.

A. True		B. False



About 10% of scores fall 3 standard deviations above the mean.

A. True		B. False
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50% of scores fall between z = 0.5 and z = - 0.5.

A. True		B. False



In a normal curve, approximately 34% of the scores fall between z = 0 and z = - 1.

A. True		B. False



Numerous human characteristics are distributed approximately as a normal curve.

A. True		B. False



The percentile rank of z = 0 is always 50.

A. True		B. False
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9. Which of the following statements is true?

A z score indicates how many standard deviations a raw score is above or below the mean.

The mean of a standard normal distribution is always 0 (zero).

All the above statements are true.



10. In an anatomy test, your result is equivalent to z score of 0.2. What does this z score imply?

You performed very well when compared to others.

Your result was slightly above average.

Your result was slightly below average.
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11. State whether the data reflecting the age at death of individuals in the general population are likely to be skewed to the right, skewed to the left or symmetrical.

Symmetrical.

Skewed to the right (positively skewed)

Skewed to the left (negatively skewed)



12. Select the statement which you believe to be true. The Normal distribution: 

Is a family of distributions which can have a variety of means and standard deviations.

Is the distribution of a variable measured on healthy individuals.

Has a mean of zero and a standard deviation of one.

Is skewed to the right.

29.9.2019 г.
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Method of delivery No. of births Percentage

Normal 478 79.7
Forceps 65 10.8
Caesarean section 57 9.5

Total 600 100.0
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(a) Raw data with the highest and lowest values underlined.

10.2 137 104 14.9 1.5 12.0 11.0
133 12.9 121 9.4 132 10.8 1.7
10.6 10.5 137 1.8 141 103 136
121 129 114 12.7 106 1.4 1.9
93 135 146 1.2 1.7 109 104
12.0 129 111 838 102 11.6 125
134 121 109 13 147 10.8 133
1.9 1.4 125 13.0 116 131 9.7
12 151 107 129 134 123 11.0

146 1.1 135 109 131 1.8 122
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(b) Frequency distribution.

Haemoglobin (g/100 ml) No. of women Percentage
8- 1 14
9 3 43
10— 14 200
1= 19 271
12- 14 20.0
13- 13 186
14- 5 71
15-15.9 1 14
Total 70 100.0
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Example: As a simple application, what portion of a normal
distribution with a mean of 50 and a standard deviation of 10

is below 26? Applying the formula, we obtain the following
result:
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Part 1. Introduction

There are two basic methods of summarization: 
numerical and 
graphical. 
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The objective of the numerical approach is to convert masses of numbers (raw data) into meaningful summary statistics (indices), reduced to a single number, that convey information about the average (typical) degree of a given variable and the degree to which observations differ (the degree of dispersion or spread). 
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After the collection of raw data they should be organized and presented in a meaningful way. 

Frequency distributions give a  general picture of the pattern of the observations but sets of measurements cannot be adequately described only by the values of all individual measurements. 

For many purposes, the overall summary of a group's characteristics is of utmost importance. 
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The process of summarization is based on two main characteristics of quantitative data:
 
1. Firstly, this is the individual variability of observations in any set of measurements.
 
2. Secondly, despite the individual fluctuations, the values of the most quantitative variables tend to some typical “middle” level (central point or the most characteristic value) around which all the values are distributed. Measures of such distribution  are referred to as measures of central tendency. 
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The central tendency is due to determining factors and causes inherent in all cases of a given sample or population while the variability or dispersion is due to specific factors which may occur in some cases but may be absent in others. 
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Part 2

MEASURES OF CENTRAL TENDENCY

29.9.2019 г.

9





BASIC TERMS:

An array of a set of numbers is simply those numbers in (algebraically) ordered sequence from the lowest to the highest 
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Each array has the following basic components: 
x - each individual raw score in a sample or in a population;
n - the number of cases in a sample;
N - the number of cases in a population;
f - frequency (the number of observations with the same value);
range - the difference between the largest and the smallest value in an array;
x - the sum of all values in a sample or in a population
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Before presenting the specific measures of central tendency, it is important to know the shape of the distribution and the dispersion of the scores in order to interpret the data correctly. 

29.9.2019 г.

12





The three most commonly used measures of central tendency are:
 
the arithmetic mean,
 
the median, and
 
the mode. 
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Arithmetic mean 
It is denoted by:
 x – for a sample and by
µ - for a population.
 
How to compute the arithmetic mean depends on the way on which the initial data are presented (raw or grouped data), and on the number of cases (statistical units).
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Arithmetic mean
In ungrouped data – small number of observations ( n<30)



Example: The age of 10 primi-birth women is:
18, 21, 23, 23, 25, 27, 27, 28, 30, 33. 
 
 x = 255/10 = 25.5
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Characteristics of the mean

1. It is the most widely used measure of central tendency. It substitutes by one single number all the individual values of a given variable and describe its typical level in a data set. 
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2. For normal or roughly symmetric distributions the mean is the best measure of central tendency. 

3. In skewed distributions, the mean can be misleading since it can be greatly influenced by scores in the tail. In such cases other statistics such as the median may be more informative. 
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4. The mean can be affected by the presence of a small number of outliers (e.g. values that are different from the rest units) that can distort the mean. We can eliminate such extreme values and compute a new mean, which will be more typical. Such method is based on the criterion U - the ratio of the difference between the outlier and the mean and the standard deviation s. The computed criterion U is then compared with the table of critical values of ut and if uut, the extreme value xi is discarded as unusual. 
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5. The sum of the deviations of the scores in the distribution from the mean always is equal to zero because half of the distribution is above and half is below the mean.
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6. The sum of the squares of the deviations around the mean is smaller than the sum of squares around any other value. This characteristics of the mean underlies the calculation of the “least squares”, used in some other statistical methods, such as regression analysis.
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7. If to each value of the frequency distribution the same number is added or subtracted, then the mean is increasing or decreasing by the same number.
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8. The mean is not a “real” value and this makes the acceptance and interpretation of the data sometimes more difficult – e.g., a mean number of children in a sample might be 2.4, or an average number of limbs 3.997.
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Median
The median (Me) is the measure of central tendency which identified or determined by an inspection. It is a value that divides the array of observation in two equal part, e.g. it is the middle value.
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The procedure to identify the median is to:
1. rearrange all observations from the smallest to the largest in an ordered series (all data values should be listed even though some values may repeat more than once);
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2. Then we must determine whether the number of cases is odd or even; 
- when it is odd, the median is the value in the middle;
- when it is even, the median is just a halfway of values of the two middle observations. 
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Characteristics of the median

1. The median is usually a realistic value, or measured in half-units (when the number of observations is even). 
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2. The median is more robust towards outliers (extreme scores). This makes the median a better measure than the mean for highly skewed distributions. 
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3. The median does not include all the individual values of a variable. So, it reflects only one value in odd number of cases or two values in even number of cases. 
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4. The median is preferred measure of central tendency when: 
- the lowest and highest values of a quantitative variable are far off of the rest values;
- there is uncertainty in some values;
- it is not possible to determine the exact shape of the distribution or when the distribution is highly asymmetric;
- when the number of cases is small.

29.9.2019 г.

34





MODE
The mode (Mo) is the observation in an array with the highest frequency of occurrence. Its meaning is obvious and it is determined by an inspection of a frequency distribution. 
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Although it is common for most distributions to contain exactly one mode (as in a normal distribution and large homogenious samples), it is possible for more than one mode to exist. 
A distribution having one mode is called unimodal. 
A distribution having two modes is called bimodal. 
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CHARACTERISTICS OF THE MODE
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	1. The mode is a quick and easy method of determining the most popular score at a glance.

2. It is the only measure of central tendency that can be used with nominal data.
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3. The mode is the weakest measure of central tendency as compared to the mean and median. This is true because, in some cases, the mode may be the lowest or the highest value in the distribution.
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4. Many distributions have more than one mode and they are called multimodal.

5. The mode has a true meaning and this is very important in medicine and public health. For example, it is more important to determine which group has higher risk for some disease, e.g. to determine the mode in the age distribution instead of calculating the mean age of persons with the disease.
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Comparison of measures of central tendency
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The mean is the most stable. If repeated samples were drawn from a given population, the means would vary or fluctuate less than the modes or medians. Because of its stability, the mean is the most reliable estimate of the central tendency of the population.
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The mean is the most widely used because it takes every score into account.

The mean is the most efficient measure of central tendency for normal distributions and it is not appropriate for highly skewed distributions. 
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The median is useful because its meaning is clear and it is more efficient than the mean in highly-skewed distributions. However, it ignores many scores and is generally less efficient than the mean, the trimean, and trimmed means. 
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The mode can be informative but should almost never be used as the only measure of central tendency since it is highly susceptible to sampling fluctuations.
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The level of measurement is very important to determine the appropriate index of central tendency: 
- the mode is appropriate for nominal scales; 
- the median is appropriate for ordinal scales; 
- the mean is appropriate for interval and ratio scales. 
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When a distribution is symmetric and unimodal, the mean, the median and the mode – coincide.
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In skewed distributions, the values of the mode, median, and mean differ. The mean is always pulled in the direction of the long tail and it is higher than the median and mode in positively skewed distributions - Мо<Ме<X) 
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In negatively skewed distributions the mean is lower than the median and mode - Мо>Ме>X. 
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Part 3
MEASURES OF LOCATION: QUANTILES AND PERCENTILES
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Quantiles (Q)
Quantiles are special measures of location - points that divide the ordered series of data (from the lowest to the highest value) into subgroups of equal size. 
They mark the boundaries between consecutive subgroups in ordered series of data (an array).
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Types of quantiles (Q)
 
There are several types of quantiles: 
- terciles divide the distribution into three equal subgroups (called thirds); 
- quartiles - into 4 subgroups (quarters);
- quintiles -into 5 subgroups (fifths); 
- deciles - into 10 subgroups (tenths);
- centiles – into 100 parts (hundredths) 
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		Quantile/s		Number of equal parts of a distribution		Number of quantiles of this type

		Median		2		1

		Quartiles		4		3

		Deciles		10		9

		Percentiles		100		99
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Estimation of quantiles

Quantiles are usually identified or determined.
 
The procedure of identifying quantiles is as follows:
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1. First, we need to rearrange all observations in an ordered series  from the lowest to the highest value. 
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2. Second, we must determine whether the number of cases is odd or even.
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3. When the number of observations is odd, the location of the first quantile dividing the distribution in two equal parts is the median 
Q1 = Me
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4. When the number of observations is even, we locate the central two observations, sum the values of these two units and divide the sum by 2 - the median is just a halfway of values of the two middle observations.
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Example:

Let’s have an observation on the age at first birth for a sample of 10 mothers:

1. Raw data on the array are as follows:
21, 23, 27, 30, 18, 23, 33, 23, 27, 28

2. Now let’s rearrange all observations according to the magnitude of a value of a variable we are observing in an ordered series of data from the lowest to the highest value:
18, 21, 23, 23, 25, 27, 27, 28, 30, 33
 
3. We need to determine if the number of cases is odd or even.
In this example the number of cases is even.
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4. We locate the central two observations (5th = 25 and 6th  = 27) 
18, 21, 23, 23, 25, 27, 27, 28, 30, 33
 Afterwards we sum the values of these two units and divide the sum by 2.
25+27/2 = 26
 So, the median is just a halfway of values of the two middle observations.
The median (Me) is equal to Q1
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5. Then we can repeat exactly the same procedure in the lower half and in the upper half of the ordered series to locate the quantiles dividing the ordered series in four equal parts (quartiles).
 18, 21, 23, 23, 25, 27, 27, 28, 30, 33
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6. We can repeat the procedure until we divide the distribution in wanted number of equal parts. 
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Percentiles

Percentiles (also called centiles) - points that divide an array into 100 equal parts. There are 99 percentiles, denoted as Р1, Р2, ... Р25,...Р50,...., Р75, ....Р99. 
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Characteristics of percentiles
	
1. A percentile tells us the relative position of a given observation.

2. It allows us to compare scores on tests that have different means and standard deviations (e.g., the 10th percentile exceeds 10% and is exceeded by 90% of the observations, the 75th percentile exceeds 75% of the data, etc.)
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Use of percentiles

Percentiles are used to establish the reference limits of normality in clinical and other areas of investigation. 
The establishment of “normal ranges” of values for health data permits the selection of appropriate action in medical practice or allows for accurate estimate of many clinical and laboratory indicators. 
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For this purpose usually seven main percentiles are used:
P3, P10, Р25, Р50, Р75, Р90 and Р97 – 
to form the upper and lower limits of seven reference groups of population.

29.9.2019 г.

70





Percentiles have an advantage as compared to the other methods of determining “normal” values as they are applicable to any form of distribution (not only to normal distribution). 
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When the investigator prefers to use seven reference groups the limits of “normal” values are determined by Р25 and Р75 whereas Р50 corresponds to the mean.
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Quartiles - observations that divide the distribution into four equal parts. There are 3 quartiles - Q1, Q2 and Q3. 

Example: If we have an array of 23 cases:
the first quartile Q1 is the 6th observation; Q2 is the 12th observation, and Q3 is equal to the 18th observation.
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Comparison between different types of quantiles
Р25 corresponds to Q1
Р50 corresponds to Q2 and to the median 
Р75 is equal to Q3
Taking into account that the median (Me) is the second quartile (Q2), then the median of the lower half of the data gives the first quartile (Q1), and similarly, the median of the upper half of the data gives the third quartile (Q3).
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Use of quantiles
Quantiles are used in description of both - the central tendency and the dispersion of a distribution they are describing. 
Median (the quantile diving raw data in 2 equal parts) is used as a measure of central tendency while quartiles are used for quick estimation of the degree of dispersion in an array.
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Test examples
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1. In case there are too many outliers in the data set, the most representative average value is

A. Mean 

B. Mode 

C. Median 



2. Given a set of nominally scaled scores, the most appropriate measure of central tendency is the:

A. mean

B. mode

C. standard deviation

D. range
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3. Which of the following statements is true?

A. The mode is the most useful measure of central tendency.

B. The variance is the square root of the standard deviation.

C. The median and the 50th percentile rank have different values.

D. The mean is more affected by extreme scores than the median.



4. Given the group of scores 1, 4, 4, 4, 7, it can be said of the mean, the median, and the mode that:

A. the mean is larger than either the median or the mode

B. all are the same

C. the median is larger than either the mean or the mode

D. all are different

E. the mode is larger than either the median or the mode
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5. Inferential statistics are used to describe specific characteristics of the data.

A. True		B. False



6. Select the statement which you believe to be true. The arithmetic mean of a set of values: 

A. Is a useful summary measure of central tendency (of location) if the data are symmetrical.

B. Is always greater than the median 

C. Cannot be calculated if the data set contains both positive and negative values.
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8. The mode for this distribution is:

A. 2

B. 3

C. 8

D. there is no mode 

 

9. The median is:

A. 2.00

B. 3.50 

C. 3.00  

D. 3.25 

          10. The mean is:

           A. 3.52

           B. 5.43

           C. 4.75

           D. 4.15

 

          11. The range is:

           A. 9

           B. 10

           C. 12

           D. 2

Example: A nurse recorded the number of analgesic preparations taken by patients in a surgical ward. The resulting data were: 5, 2, 8, 2, 3, 2, 4, 12.

Questions 8-11 refer to this data.

7. Central tendency describes the ‘typical’ value of a set of scores.

A. True		B. False







12. Inferential statistics are used to describe specific characteristics of the data.

A. True		B. False



13. With nominal data, the mean should be used as a measure of central tendency.

A. True		B. False



14. The mode represents the most frequently occurring score in a distribution. 

A. True	B. False



15. With ordinal data we can use both the mode and the mean as a measure of central tendency.

A. True		B. False
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16. When the data are interval or ratio, we can use the mean as a measure of central tendency.

A. True		B. False



17. If a continuous distribution is highly skewed, the median might be the appropriate measure of central tendency.

A. True		B. False



18. When a frequency distribution is positively skewed, the mean is greater than the median or the mode.

A. True		B. False

 

19. Given a normal distribution, the three measures of central tendency are equivalent.

A. True		B. False
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20. If we subtract the value of the mean from every score in a set of scores the sum of the remaining values will be:

A. impossible to determine

B. equal to the mean

C. a measure of the dispersion around the mean

D. zero

 

21. Given a normally distributed continuous variable the best measure of central tendency is the:

A. mode

B. median

C. mean

D. standard deviation
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22. Select the statement which you believe to be true. The arithmetic mean of a set of values: 

A. Cannot be calculated if the data set contains both positive and negative values.

B. Is always greater than the median.

C. Coincides with the median if the distribution of the data is symmetrical. 



23. Select the statement which you believe to be true. The median: 

A. Is a measure of the spread of the data.

B. Is greater than the arithmetic mean when the data are skewed to the left.

C. Can be distorted by outliers.
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Table 1. Elements of calculation of arithmetic mean when only groupped data are available and
intervals of groups are of unequal size.

Height in cm Frequency Product
(€] [/} &N
16 2 92
47 6 282
43 7 336
49 20 980
50 30 1.500
51 20 1.020
52 8 416
53 5 265
54 2 108
S=n=100 5= 4.999

The arithmetic mean can be computed according to Equation 3 through the
following algorithm (Equation 14):
e cach value of the variable is multiplied by its frequency and the product xf
is recorded in the appropriate row and column:
o the products in column 3 are summed and recorded as Zxf;
o the sum Zxfis divided by the number of cases (f = n) to come to the mean X .

4,999

9.99=50 Equation 14.
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Table 2. Elements of calculation of arithmetic mean when only groupped data are available and
intervals of groups are of equal size.

Height in cm Frequency Mid-point of the Product
class interval
&%) ® (© ()
46-43 15 47 705
49-51 70 50 3500
52-54 15 53 795
S=n=100 Sef=5.000

The algorithm for computing the mean is according to Equation 4 the following (Equation 15):
o defining the interval width:
e regrouping the data info equal width intervals and summing the frequences for

each interval:

defining the mid-point of each interval:

multiplying the frequency of each interval by its mid-point:

recording the products ¢f'in the corresponding rows:

summing the products ¢f'and recording the sum X¢fin the bottom line:

dividing the sum Z¢fby the number of cases 3fto come to X .

3,000
100

=5000=50 Equation 15.
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In the above example the data can be regrouped in
3 intervals with a length of 3 cm:

#

Height | Frequency| ¢ c.f 5000
cm—x f i=——=50
46-48 15 a7 705 100
49-51 70 50 3500
52-54 15 53 795

Zf =100 Zc.f=5000
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Case 4 — calculation of interquartile range
Let’s g back to the example with two samples of 10 mothers at first birth:

SetNo 1: 18 21 23|

23 25 27 27

28

30 33

For the first dataset Q; = 23 and Q; = 28. so the IQR is 5 years.

SetNo 2: 23 23 24|

25 26 26 27

27|

27 27

For the second data set Q; =24 and Qs = 27. so the IQR is 3 years.
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Part 1

MEASURES OF SPREAD (DISPERSION, VARIABILITY)
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Why we need measures of dispersion?

Measures of central tendency do not give a total picture of a distribution. 
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1. Two sets of data with identical means could be very different from one another.
 
2. Two distributions with the same means could be very different in shape - they could be skewed in opposite directions.
 
3. Even when two sets of data have equal means, medians, modes, and the same form of distribution, they could be different from one another. 
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Consider the following two sets of data:
Set №1: 18, 21, 23, 23, 25, 27, 27, 28, 30, 33 
Set №2: 23, 23, 24, 25, 26, 26, 27, 27, 27, 27

The means for the two samples = 25.5
The medians = 26
The modes = 27

But the two sets are very different:
the range for set №1 is 33 – 18 = 15
the range for set №2 is 27 – 23 = 4  
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So, the knowledge of summary measures, describing the central tendency in a sample or in a population is not enough without a measure of the extent of variability or spread of the measurements around this summary indices.  
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This means that no description of any health data by summary measures is complete without the measures of variability. 

29.9.2019 г.

9





The most common measures of variability or spread include the following:
- the range 
- the standard deviation 
- the variance 
- the inter- and semiquartile range
- the coefficient of variation. 
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Range

The range is simply the difference between the highest and the lowest  values in an array of the variable in a given empiric distribution. 
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The range can be easily computed but a single outlier may have a large impact on the range.
 
Another disadvantage is that it ignores completely the variations in scores between the  highest and the lowest values, as it takes into account just the two extreme values. 
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For these reasons, the range is used only as a gross descriptive index and is typically reported in conjunction with other measures of variability. 
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Standard deviation and variance

The standard deviation (denoted by SD or s for a sample and  for a population) is the most commonly reported measure of variability, especially with interval or ratio data. 
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Standard deviation describes the degree of variation among the individual observations in the sample around the  mean, and like the mean it considers every score in a given distribution.
 
For this reason, means and standard deviations are generally reported together in the text or in tables. 
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The calculation of SD includes the following steps:

1. Firstly, we calculate how much each individual varies from the mean by subtracting the mean from each individual value (x – x).
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2. Secondly, we add the individual variations together. To calculate the average deviation, the sum should be divided by the number of scores. 
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Unfortunately, summing the differences of deviations will always lead us to zero. The reason is that those individuals who have values larger than the mean will simply cancel out those that have values below the mean. 
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3. Third, to overcome this problem, we can square each difference and calculate the sum of squared deviations around the mean.
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4. Fourth, the sum of squares has to be related to the number of results under study. 
So, to allow fair comparisons between studies of different sizes, we should take the study size into account by calculating an “average” variation, called variance – s2. 
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5. Fifth, the variance measures variation in squared units which is not convenient. To solve this problem, we take the square root of the variance and we finally come to the most meaningful and most widely used measure of variability - the standard deviation – s or SD. 
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In summary, the standard deviation is a useful index of variability and also can be used to interpret the score of the performance of an individual in relation to others in the sample. It is a stable estimate and is also used in more advanced statistical procedures. 
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The standard deviation is the preferred measure of distribution’s variability but it is appropriate only for variables measured on interval or ratio scale. 
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Interquartile range

The interquartile range (IQR) is the difference between the third (Q3) and the first (Q1) quartiles in a dataset (where quartiles are the values that divide the data into four equal sized parts). 
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Characteristics of IQR

1. Тhe advantage of the IQR over the range is that it is quite robust to outliers.

2. Тhe IQR is commonly quoted in conjunction with the sample median.
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The semiquartile range

The semiquartile range (SQR), used as a term in many statistical texts instead of IQR, is half of the distance between Q1 and Q3.
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Because these two measures of variability are based on middle cases rather than on extreme scores, they are considerably more stable than the range.
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Coefficient of variation

The standard deviation s and the variance s2 have the same measurement units as the mean and because of this they are not appropriate for comparing the relative variability of different distributions where the variables are measured in different units (height in cm, weight in kg, blood pressure in mm mercury, etc.). 
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This problem can be overcome by calculating another measure of variation called the coefficient of variation (denoted by CV), also known as relative variability. 
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It expresses the sample standard deviation as a proportion or percentage of the mean value and can be calculated very easily by the following formula:
s
 CV  = ----------- x 100
  X
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The main advantage of the coefficient of variation is its independence of any unit of measurement, and thus, it is  useful for comparison of variability in two or more distributions having variables expressed in different units. 
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For example, if we measure height and weight in a sample, it is not possible to say which variable varies greatly because these two variables have different measurement units. Using the coefficient of variation we can transform the standard variations in comparable units, expressed in percent. 
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Interpretation of CV:

1. When the value of CV is less than 10%, it means that the degree of variation is low and the sample is quite homogeneous.

2. In a situation when 10%< CV <30% - the variation is moderate.

3. When CV >30% the variation is considerable, and this is a clear evidence of heterogeneity of the sample or population under study.
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SUMMARY

 Measures of central tendency and variability are the two essential measures of location for describing and representing frequency distributions. 
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The mode and the median are used as measures of central tendency for discrete data, and the mean for continuous data.
 
The range, the variance, the standard deviation, the inter- and semiquartile range, and the coefficient of variation are measures of variability.
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The mean and the standard deviation are the most appropriate for interval or ratio data when the distribution is normal or nearly normal.

The median and the inter- or semiquartile range are used when the data was measured on an ordinal scale, or when interval or ratio data has a highly skewed distribution.
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Part 2. 

THE CONCEPT OF NORMS AND NORMAL GROUPS’ LIMITS
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Basic principle of a normal distribution

In a normal or nearly normal distribution there is fixed percentage of cases that falls within certain distances from the mean.
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 68% percent of all cases fall within 1 SD of the mean (34% above and 34% below the mean);

- 95% of the scores fall within 2 SDs from the mean;

- only a handful of cases – about 2% at each extreme – lay more than 2 SDs from the mean.
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NORMAL DISTRIBUTION
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Using this principle, we can easily create “normal limits” and interpret individual scores for  clinical and laboratory tests.

Using the basic principle of normal distribution, we can determine the limits of different groups of normality. 
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THE CONCEPT OF “NORMS”or “NORMAL LIMITS”
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What can be done when the shape of a distribution is skewed to the left or right?

In such situations it is recommended to use percentiles to determine the limits of different groups of normality. 
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Percentiles

Percentiles (also called centiles) - points that divide an array into 100 equal parts. There are 99 percentiles, denoted as Р1, Р2, ... Р25,...Р50,...., Р75, ....Р99. 
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Characteristics of percentiles
	
1. A percentile tells us the relative position of a given observation.

2. It allows us to compare scores on tests that have different means and standard deviations (e.g., the 10th percentile exceeds 10% and is exceeded by 90% of the observations, the 75th percentile exceeds 75% of the data, etc.)
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Use of percentiles

Percentiles are used to establish the reference limits of normality in clinical and other areas of investigation. 
The establishment of “normal ranges” of values for health data permits the selection of appropriate action in medical practice or allows for accurate estimate of many clinical and laboratory indicators. 
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For this purpose usually seven main percentiles are used:
P3, P10, Р25, Р50, Р75, Р90 and Р97 – 
to form the upper and lower limits of seven reference groups of population.
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Percentiles have an advantage as compared to the other methods of determining “normal” values as they are applicable to any form of distribution (not only to normal distribution). 
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When the investigator prefers to use seven reference groups the limits of “normal” values are determined by Р25 and Р75 whereas Р50 corresponds to the mean.
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1. If a distribution is negatively skewed, then:

the median is greater than the mean

the mode is greater than the median

the mean is greater than the median

both A and B are true

none of the above are true



2. In a normal distribution, the mean, the median and the mode:

always have the same value

the mean has the higher value

the mean has the lower value

have no particular relationship

cannot take the same value
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3. One way to measure the spread is to calculate the difference between the third and first quartile. This measure is called

The inter quartile range

The mid quartile 

The differential quartile



4. A group of females aged 30-39 years has a mean weight of 60 kg and a standard deviation of s = 5 kg. What are the normative groups’ limits in case of seven normative groups?

65 ÷ 70 kg	

57.5 ÷ 62.5 kg	 

50 ÷ 70 kg	
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5. Select the statement which you believe to be true. The standard deviation: 

A. Is a measure of central tendency (of location).

B. Is a measure of spread which is equal to the range.

C. Is unaffected by outliers.

D. Is an inappropriate measure of spread for skewed data.



6. The square root of the variance is called the standard deviation.

A. True		B. False



7. Standard deviation indicates the extent to which scores are distributed about the mean. 

A. True		B. False



8. When a distribution consists of very different scores, standard deviation will be relatively large.

A. True		B. False
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9. Select the statement which you believe to be true. The standard deviation of a set of observations: 

A. Is a measure of central tendency (of location).

B. Is the square root of the variance.

C. Is a measure of spread which is equal to the range.

D. Is unaffected by outliers.



10. Select the statement which you believe to be true. The standard deviation of a set of observations: 

A. Is a measure of central tendency (of location).

B. Has the same units of measurement as the raw data.

C. Is a measure of spread which is equal to the range.

D. Is unaffected by outliers.
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CORRELATION
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CORRELATION

A fundamental aim of scientific and clinical research is to establish relationships between two or more sets of observations or variables. 



Finding such relationships is often a fundamental initial step for identifying causal relationships.
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CORRELATION

The correlation is concerned with expressing quantitatively the degree and direction of the relationship between variables.



Correlations are useful in the health sciences in areas such as determining the validity and reliability of clinical measures or in expressing how health problems are related to crucial biological, behavioural or environmental factors.
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CORRELATION

Consider the following statements:



1. There is a positive relationship between cigarette smoking and lung damage.



This statement is implying that there is evidence that if you score high on one variable (cigarette smoking) you are likely to score high on the other variable (lung damage). 
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CORRELATION

2. There is a negative relationship between being overweight and life expectancy. 



The second statement describes the finding that scoring high on the variable 'overweight' tends to be associated with low scores on the variable 'life expectancy'.



The information missing from each of the statements is the numerical value for the degree or magnitude of the association between variables, e.g. how strong is the association.
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CORRELATION COEFFICIENT

A correlation coefficient is a descriptive statistic that expresses the degree or the magnitude of the association between the variables and the direction of the correlation.



In order to demonstrate that two variables are correlated, we must obtain measures on both variables for the same set of subjects or events. 
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CORRELATION COEFFICIENT

Let's say we are interested to see whether scores for Anatomy examinations are correlated with scores for Physiology. 

To keep the example simple, assume that there are only fifteen  (n=15) students who sat for both examinations:
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		Student		Score (out of 6)		

				Anatomy (X)		Physiology (Y)

		1		3		4

		2		5		4

		3		2		3

		4		6		5

		5		4		4

		6		3		4

		7		4		3

		8		5		5

		9		6		6

		10		3		5

		11		5		4

		12		4		4

		13		2		3

		14		5		6

		15		4		5
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CORRELATION COEFFICIENT

For a visual representation of the relationship between two variables, we can plot the data on a scattergram.

 

A scattergram is a graph of the paired scores for each subject on two variables, called by convention x and y.
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CORRELATION COEFFICIENT

We can plot a scattergram with the above mentioned scores and we will find out that there is a positive relationship between the two variables. That means, students who have high scores for Anatomy (variable x) tend to have high scores for Physiology (variable y). 
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Types of correlation

In general, a variety of relationships are possible between two variables:


1. Linear correlation:

Positive - high scores on x are related to high scores on y; 

Negative - high scores on x are associated with low scores on y;



2. Non-linear correlation - the relationship between x and y is represented by a curve
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The graph represents a positive correlation, indicating that high scores on x are related to high scores on y. For instance, the relationship between cigarette smoking and lung damage is a positive correlation. 
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This graph represents a negative correlation, where high scores on x are associated with low scores on y. For instance, the correlation between the variables 'being overweight' and 'life expectancy' is negative, meaning that the more you are overweight, the lower your life expectancy.
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There is no correlation at all.
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The graph represents a non-linear correlation, where a curve best represents the relationship between x and y. 
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Scatter plots illustrating different types of correlation
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CORRELATION COEFFICIENTS

When we need to know or express the numerical value of the correlation between variables x and y, we calculate a statistic called a correlation coefficient. 

The correlation coefficient expresses quantitatively the magnitude and direction of the correlation.
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CORRELATION COEFFICIENTS

SELECTION OF CORRELATION COEFFICIENT

There are several types of correlation coefficients used in statistics under specific conditions.
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CORRELATION COEFFICIENTS

		Coefficient		Conditions where they are appropriate

		φ (phi)		Both x and y are measured on a nominal scale

		ρ (rho)		Both x and y are measured on, or transformed to, ordinal scales

		r		Both x and y are measured on an interval or ratio scale
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CORRELATION COEFFICIENTS

All the correlation coefficients shown in table above are appropriate for quantifying linear relationships between variables.



There are other correlation coefficients, such as η (eta) which are used for quantifying non-linear relationships. 
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CORRELATION COEFFICIENTS

Characteristics of correlation coefficients:



1. Correlation coefficients are calculated from pairs of measurements on variables x and y for the same group of individuals.



2. A positive correlation is denoted by (+) (plus sign) and a negative correlation - by (-) (minus sign).
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CORRELATION COEFFICIENTS

3. The values of the correlation coefficients range from +1 to -1: 

+1 means a perfect positive correlation; 

0 means no correlation at all;

-1 means a perfect negative correlation.



4. The square of the correlation coefficient is called a coefficient of determination.  
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Degrees of correlation

3-point scale

Over 0.7 - high

0.3 to 0.7 - moderate

less than 0.3 - weak



5-point scale

0.00-0.25 - little, if any

0.26-0.49 - low

0.50-0.69 - moderate

0.70-0.89 - high

0.90-1.00 - very high
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Degrees of correlation
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Degrees of correlation
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Degrees of correlation
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Degrees of correlation



29.9.2019 г.























31

31

Degrees of correlation
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Degrees of correlation
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Degrees of correlation
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Statistical methods for calculation the correlation coefficients can be classified according to the variables studied into four main groups:

1. The variables are qualitative and each of them has only two categories, e.g. in 2 x 2 tables – φ (phi);

2. The variables are qualitative with more than two categories, e.g. in multiple tables - φ (phi) 

3. When both x and y are measured on, or transformed to, ordinal scales – Sperman correlation coefficient;

4. When both x and y are quantitative and measured on interval or ratio scale – rank correlation - Pierson coefficient
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The variables  are qualitative and each of them has only two categories, In 2 x 2 tables
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Pearson’s r

1. When x and y are measured on an interval or a ratio scale;

2. Both variables are normally distributed; 

3. It describes a linear relationship.



Pearson’s r is a measure of the extent to which paired scores are correlated. It is convenient for small pairs of scores.
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Pearson’s r

To calculate Pearson’s r, we need: 

- to know means and s for x and y;

- to convert each raw score to a z score

- to multiply zx by zy

- to sum zxzy

- to use the formula:



	zxzy

	r = -----------------

n
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Pearson’s r

zx = standard score corresponding to any raw x score 

Zy = standard score corresponding to any raw y score 

 = sum of standard score products 

n = numbers of paired measurements. 



This transformation corrects for the two distributions x and y having different means and standard deviations.
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Pearson’s r

Another way to calculate r is to use formula for Pearson Product Moment Correlation where we need to have 

x2, y2, xy and sums x2, y2, xy 

		Student		Raw scores				Z scores				zx.zy

				x		y		for x		for y		

		1										

		2										

		3 ….										

												 zx.zy
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Spearman’s  (rho)

When both x and y are measured on, or transformed to, ordinal scales, we use .



          6d2

 = ---------; 

        n3 - n



d - difference in a pair of ranks

n - number of pairs
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Pierson correlation coefficient in quantitative variables



Correlation between height and weight 



29.9.2019 г.























42

42

Uses of correlation in health sciences

1. For Prediction - when the correlation is very high or perfect. Given any score on x, we can transform it into zx, then using the graph we can read off the corresponding zy, and transforming zy it into y we predict the value of y given the value of x.
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Uses of correlation in health sciences



Zy

Zx

r = + 1.0

We can see that given any score on y we can transform this into a z score (zx) and then using the graph we can read off the corresponding score on y (Zy). Of course it is extremely rare that there should be a perfect (r = +1) correlation between two variables. The smaller the correlation coefficient, the greater the probability in making an error in prediction. 
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Uses of correlation in the health sciences

2. For measuring the reliability and predictive validity of assessment

Reliability - the extent to which a test or measurement result is reproducible. Reliability refers to measurements using instruments or subjective judgements remaining relatively the same on repeated administration. This is called test-retest reliability. The correlation coefficient can be used also to determine the degree of interobserver reliability. 

The higher the correlation, the greater the reliability. If the measurements are on interval or ratio data, we would have calculated Pearson's r to represent quantitatively the reliability of the measurement. 
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Uses of correlation in the health sciences

Predictive validity - the extent to which a test or measure can validly predict a future event. For instance, say that we devise an assessment procedure to predict how much people will benefit from a rehabilitation programme. If the correlation between the assessment and a measure of the success of the rehabilitation programme is high (say 0.7 or 0.8), then the assessment procedure has high predictive validity. If, however, the correlation is low (say 0.4 or 0.3), then the predictive validity of the assessment is low, and it would be unwise to use the assessment as a screening procedure for the entry of patients into the rehabilitation programme. 
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Uses of correlation in the health sciences

3. For estimating shared variance - we can use the square of r which is called a coefficient of determination - r2, and represents the proportion of variance in one variable accounted for by the other.

Ex.: r between x (height) and y (weight) is 0.7.

r2 = 0.49 or 49%

This means 49% of the variability of weight can be accounted for by height. The other 51% would be accounted for by other factors.
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CORRELATION AND CAUSATION

We must be very cautious in causal interpretation of correlation coefficients.

A strong association between variables is an important step towards establishing causal links; and, although not sufficient without control it can help to discount plausible alternative hypotheses.

 Correlation is not the only criteria for establishing causal relationship.
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CORRELATION AND CAUSATION

There is often multiple causation in some health problems. So, we need to distinguish between competing plausible hypotheses.

We need to establish the statistical significance of the correlation coefficient r.

As with other descriptive statistics, caution is necessary when correlation coefficients are calculated for a sample and then generalized to a population. We must be certain that there is no selection or other type of bias.
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Which of the following statements is false?

Spearman’s  (rho) is used when one or both variables are at least of interval scaling.

The range of correlation coefficient is from –1 to +1.

A correlation of r = 0.85 implies a stronger association than r = -0.70.



Which of the following correlation coefficients reflects the lowest strength of association?

0.95

–0.6

–0.33		

+0.29
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If the relationship between x and y is positive, then as variable x decreases, variable y:

increases

decreases

remains the same

changes linearly

varies



In a ‘negative’ relationship:

as x increases, y increases

as x decreases, y decreases

as x increases, y decreases

both A and B

none of the above
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Which of the following correlation coefficients reflects the highest strength of association?

– 1.0

– 0.95

0.1

0.85

none of the above, as it cannot be determined



Which of the following statements is false?

In a perfect positive correlation, each individual obtains the same z score on each variable.

Spearman’s  (rho) is used when one or both variables are at least of interval scaling.

The range of correlation coefficient is from –1 to +1.

A correlation of r = 0.85 implies a stronger association than r = -0.70.
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When deciding which measure of correlation to employ with a specific set of data, we should consider:

whether the relationship is linear or non-linear

the type of scale of measurement for each variable

A and B

neither A nor B



The proportion of variance accounted for by the level of correlation between two variables is calculated by:

X

r2

sum of x

we cannot calculate this proportion under any circumstances
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If the correlation coefficient between two variables x and y is 0.4, then the proportion of variance accounted for is:

0.16

0.04

0.40

0.60



If r = 0.3, then the coefficient of determination will be 9.0.

True

False

29.9.2019 г.
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(a) No correlation
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Figure 10.3 Strong positive correlation (r = 1)
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Figure 10.4 Positive correlation (0 <r < 1)
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Figure 10.1 Strong negative correlation (r = —1)
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Figure 10.7 Negative correlation (—1 <<r < 0)
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Figure 10.5 No correlation (r = 0)
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Figure 10.2 Non-linear
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Figure 10.6 Non-linear
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INFERENTIAL STATISTICS

STATISTICAL ESTIMATION: FROM SAMPLE TO POPULATION

30.9.2019 г.

2





























































































INFERENTIAL STATISTICS


- Limited time, limited financial and technological resources; 

- Very often the population is not accessible and studying samples may be the only possible method to  collect information.
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WHY DO WE NEED TO STUDY SAMPLES?





























































































INFERENTIAL STATISTICS

Statistical estimation or generalization  is a process of drawing conclusions for the population characteristics from the facts  based on samples. 
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Statistical estimation - definition 





























































































INFERENTIAL STATISTICS

Statistical estimation is based on the results from studying relatively small samples as an indication for the levels of corresponding indicators in large populations.
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Statistical estimation - definition 





























































































TWO TYPES OF ESTIMATION:

- POINT ESTIMATION

 INTERVAL ESTIMATION













STATISTICAL ESTIMATION
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The mean and the standard deviation for the sample are called estimation indicators or statistics for unknown parameters of the population.  







				Sample		Population

				Known		Unknown

				Statistics		Parameters 

		Mean				µ

		Standard deviation		s		









STATISTICAL ESTIMATION
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Point estimation is an estimation of a population parameter based on a value that is most probable to occur and such value is most commonly  expressed by sample statistics (mean, proportions, etc.). 













POINT ESTIMATION
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Point estimation doesn’t take into account the representative error in the sample studies. Because of this, it cannot serve as a correct value of the population parameter and has no separate application. 



It serves as a base for interval estimation.













POINT ESTIMATION
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Interval estimation is based on a number of values, concentrated around the point estimation that form an interval, in which at the accepted level of probability we can expect the true value of the population parameter to be situated.













INTERVAL ESTIMATION
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Standard (sampling) error

Probability

Probability coefficient

Degree of freedom

Confidence interval





BASIC CONCEPTS
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Inference from sample statistics to population parameters necessarily involve the possibility of sampling error.



Thus, sampling error represents the discrepancy between sample statistic and population parameter.	





Sampling error
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The most common is the standard error of the mean. 

What does it mean?

If from the same population several samples are drawn and the mean for each sample is calculated, then the standard deviation of these means is called standard error of the mean. 





Sampling error
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The value of the standard error depends:

on the variability of individual measures in the sample and 

on the sample size.



It is expressed by the formula: 

	





Sampling error
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Probability

PROBABILITY is expressed as a proportion between 0 and 1, where 0 means an event is certain not to occur, and 1 means an event is certain to occur.

The probability of any event  occurring is given by the formula:
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Sometimes the probability can be calculated 

a priori  (before the event) by reasoning alone.



Example: If we buy a lottery ticket in a draw where there are 100 000 tickets, the probability of winning first prize if the lottery is fair (all tickets have an equal chance of being drawn by random selection) is:
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Probability















































Probability

How to calculate the probability of dying of a specific condition?

We need previously obtained empirical evidence, e.g. a posteriori  (after the event).

For instance, if it is known that the percentages for causes of death are distributed in a particular way, then the probability of a particular cause of death for a given individual can be predicted.
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Example: Causes of death for persons over 65 (hypothetical statistics for a community) are the following:



Cause of death			Percentage of deaths

Coronary heart disease			50%

Cancer						25%

Stroke						10%

Accidents					5%

Infections					5%

Other causes					5%
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Probability















































Given the above data, we can calculate the probability of a selected individual of over 65 years of age dying of any of the specified causes.



For instance, the probability of a given individual dying of coronary heart disease is:
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Probability















































Probability

We can use the normal curve model to determine the proportion or percentage of cases up to, or between, any specified scores.

For a normally distributed continuous variable, probability is defined as the proportion of the total area cut off by the specified scores under the normal curve.
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Probability

Example: Let’s try to specify the frequency distribution of neonates' weight. Let’s assume that the distribution is approximately normal, with the mean () of 3.5 kg and a standard deviation (s) of 0.6 kg. We are interested in the probability of a randomly selected neonate having a birth weight of 2.5 kg or under (borderline for low birth weight). 
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The area A under the curve corresponds to the probability of obtaining a score of 2.5 or under. 

To calculate proportions or areas under the normal curve, we firstly need to translate the raw score of 2.5 into a z score.
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Probability















































Probability

Fig. 1 Frequency distribution of neonate birth weights. Area A corresponds to z ≤ 1.67
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Probability

Using the table of critical values for 

z = - 1.67, we can find that area A is 0.4525. We can say that the probability of a neonate having a birth weight of 2.5 kg or less is 

0.50 – 0.4525 = 0.0475

Another way of stating this outcome is that the chances are about 4.75 in a hundred (or 4.75%) for a child having such birth weight.
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We can also use the normal curve model to calculate the probability of selecting scores between any given values of a normally distributed continuous variable.



For instance, if we are interested in the probability of birth weights being between 4 kg and 5 kg, this can be represented on the normal curve - Area A2. 
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Probability















































Fig. 2 Frequency distribution of neonate birth weights. Area A2 corresponds to probability of weight being between 4-5 kg
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Probability

















































To determine this area, we calculate firstly z1 and z2 , corresponding to 4 kg and 5 kg.
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Probability















































Using the table for z, we determine that the area between  and is 0.2967 and area between  and  = 0.4938. 

The required area A2 = 0.4938 - 0.2967 = 0.1971



We can conclude that the probability of a randomly selected child having a birth weight between 4 kg and 5 kg is p = 0.1971. So, there is a chance of 19,71 in a hundred or about 20% that the birth weight will be between 4 kg and 5kg.
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Percent of Total Area of Normal Curve Between a z-Score and the Mean















































The above examples demonstrate that if the mean and standard deviation are known for a normally distributed continuous variable, then this information can be applied to calculating the probability of any set of events related to this distribution. 

30.9.2019 г.

31

Probability















































FROM SAMPLE TO POPULATION

It has been shown by mathematicians that if n>30 the sampling distribution can be considered an approximation of a normal distribution.



When n<30, instead of normal distribution, we can use the ‘t’ distribution, which takes into account the variability of the shape of sampling distribution due to low number of cases (n).
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FROM SAMPLE TO POPULATION

The ‘t’ distributions are a family of curves, representing the sampling distributions drawn from a population when n is small (n<30).



 A ‘family of curves’ means that the shape of t distribution varies with sample size. It has been found that the distribution is determined by the ‘degrees of freedom’ of the statistics.
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FROM SAMPLE TO POPULATION

Characteristics of t-distribution:

1. The t-distribution is symmetrical about the mean.



2. The values of t along the x axis cut off specific areas under the curve, just as for z.



3. The t-distribution approaches a normal one as n becomes larger. When n>30, for the practical purposes the t and z distribution coincide.
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PROBABILITY COEFFICIENT

		Value of t		Probability in %

		0.5		38.2%

		1.00		68.2%

		1.64		90.0%

		1.96		95.0%

		2.58		99.0%

		3.29		99.999%



The level of probability (in %) in a normal distribution corresponds to  exact values of Student’s t. In large samples  (more than 120 cases) the relation between the probability and t-value  are as follows:
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The degrees of freedom (df) for a statistic represents the number of scores which are free to vary when calculating the statistic. 

The degree of freedom is used to define the value of the probability coefficient when looking up to the table of critical values of t.

For the t-distribution, df is equal to n - 1 

(the sample size, minus one).  

DEGREE OF FREEDOM
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CONFIDENCE INTERVAL

CONFIDENCE INTERVAL (CI) is a range of scores which includes the true population parameter at a specific level of probability.

The precise probability is decided by the researcher, and indicates how certain he or she can be that the population mean in actually within the calculated range. 

Commonly CI in medicine uses the probability level of 95% (p=0.95) and 99% (p=0.99).

30.9.2019 г.

38















































FROM SAMPLE TO POPULATION

Example:  A researcher is interested in the systolic blood pressure (BP) levels of heavy smokers. She takes a random sample of 100 heavy smokers (who smoke more than 10 cigarettes per day) in her district, and finds that the mean BP=148 mmHg for the sample, with a standard deviation of s=10 mmHg.
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FROM SAMPLE TO POPULATION

The researcher wants to generalize the data to the population of all heavy smokers. The mean for the sample is 148. But because of sampling error, 148 is not the exact population parameter (). 

The researcher needs to calculate a confidence interval: a range of BP that will include the true population mean at a given level of probability. 
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FROM SAMPLE TO POPULATION

Example: n=100, BP=148 mmHg, s=10 mmHg.  

What is the confidence interval (CI) for  at the 95% probability level?

df=100-1=99

t-value from the table of critical values at 0.05 for df=99 is between 2.00 and 1.98. We can take 1.99

Then we can replace the data in the formula
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Critical values of Student’s t-test

		Level of significance for H0 in two-tailed test														

				P=0.1		0.05		0.02		0.01		0.005		0.002		0.001

		Level of significance for H0 in one-tailed test														

		K (df)		Р=0.05		0.025		0.01		0.005		0.0025		0.001		0.0005

		3		2.353		3.182		4.541		5.841		7.453		10.214		12.924

		4		2.132		2.776		3.747		4.604		5.498		7.173		8.610

		5		2.015		2.571		3.365		4.032		4.773		5.893		6.869

		6		1.943		2-447		3.143		3.707		4.317		5.208		5.959

		7		1.895		2.365		2.998		3.499		4.029		4.785		5.408

		8		1.860		2.306		2.896		3.355		3.833		4.501		5.041

		9		1.833		2.262		2.821		3.250		3.690		4.297		4.781

		10		1.812		2.228		2.764		3.169		3.581		4.144		4.587

		15		1.753		2.131		2.602		2.947		3.286		3.733		4.073

		20		1.725		2.086		2.528		2.845		3.153		3.552		3.850

		25		1.708		2.060		2.485		2.787		3.078		3.450		3.725

		30		1.697		2.042		2.457		2.750		3.030		3.385		3.646

		40		1.684		2.021		2.423		2.704		2.971		3.307		3.551

		60		1.671		2.000		2.390		2.660		2.915		3.232		3.460

		120		1.658		1.980		2.358		2.617		2.860		3.160		3.373

				1.645		1.960		2.326		2.576		2.807		3.090		3.291
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Basic steps in interval estimation

1. Calculate the standard error of the sample mean.

2. Choose the probability level.

3. Define the degrees of freedom.

4. Choose the value of the t - criterion from the table of critical values of t at the given degree of freedom and at the accepted level of probability.

5. Calculate the confidence interval CI.

6. Formulate a conclusion for the population parameters. 
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Estimation of rates and proportions





The steps are the same as for the mean. Only the symbols of sample statistics and population parameters are different:

				Sample		Population

				Known		Unknown

				Statistics		Parameters

		Rates/proportions		р		

		Standard deviation		s		
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1. Probability values fall between 0 and 1.

A. True		B. False

 

2. Statistical inference involves the estimation of population parameters from sample statistics.

A. True		B. False

 

3. Using the sample mean as an estimate for the population mean is an example of statistical inference.

A. True		B. False
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4. If a random selection method is used, sampling error will be zero.

True		B. False



5. The bigger the sampling error the smaller the confidence interval.

True		B. False



6. Generally speaking, the higher level of confidence we have that an interval contains the population mean, the larger is that interval.

A. True		B. False
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Example: A test of reaction times has a mean of 10 and a standard deviation of 4 in the normal adult population with a normal distribution.

Questions 7-11 refer to this information.

 

7. A person scores 8. The person’s z score is:

A. 2		B. – 2		C. – 0.5	D. – 1

 

8. What percentage of the population would have scores up to and including 14 on this test?

A. 84.13	B. 15.87	C. 65.87	D. 34.13

 

















30.9.2019 г.

48

9. What is the percentile rank of a score of 8 on this test?

19.15	B. 30.85	C. 80.85	D. 53.28



10. What is the probability that a randomly selected individual will score greater than 6 on this test?

A. 0.4987	B. 0.3413	C. 0.8413	D. 0.6587

 

11. What is the probability that a randomly selected individual will score between 8 and 14 on this test?

A. 0.1498	B. 0.5328	C. 0.6816	D. 0.4671
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12. Sampling error of the mean:

A. occurs because of poor sampling techniques

B. decreases as sample size increases

C. is independent of the standard deviation

D. is always equal to 1.

 

13. As the degrees of freedom decrease, the similarity between the t and z distributions:

A. increases

B. decreases

C. remains the same

D. approaches infinity



14. The 95% confidence interval arrived at from a particular experiment is      72-79. Therefore:

A. The probability is 0.05 that  falls between 72-79.

B. The probability is 0.95 that the interval 72-79 contains X

C. The probability is 0.95 that the interval 72-79 contains 

D. A and C
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Example: A random sample of 25 clients is selected, and their systolic blood pressures measured. The mean BP is 115 mmHg, with a standard deviation of 10.

Use this information to answer questions 15-17.

 

15. What is the standard error of the mean for a sample of this size?

A. 10		B. 20		C. 2		D. 2.5

 

16. In order to calculate the 99% confidence interval of the mean, what t score will be used?

A. 2.492	B. 2.787	C. 2.797	D. 1.711

 

17. What is the 99% confidence interval of the mean in this sample?

110.0  120.0		B. 109.4  120.6

C.  111.6  118.4		D.  113.0  117.0
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Case study: A random sample of 25 University students is found to have a mean of IQ of 110, with a standard deviation of 10. 

Use this information to answer questions 18-20.

 

18. What is the standard error of the mean for a sample of this size?

A. 10		B. 20		C. 2		D. 2.5

 

19. In order to calculate the 99% confidence interval of the mean, what t score will be used?

A. 2.492	B. 2.787	C. 2.797	D. 1.711

 

20. Between what two possible scores can we be 99% confident that the true mean IQ for the students at the University lies?

A. 95.5  112.5		B. 85  135

C. 102.4  117.6 		D. 104.1  115.9
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where:
st~ the standard error of the sample mean
s —the standard deviation of the sample mean
n —the number of cases in the sample
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PROBABILITY is expressed as a proportion
between 0 and 1, where 0 means an event is
certain not to occur, and 1 means an event is
certain to occur.

The probability of any event occurring is given
by the formula:

Number of occurrences of A

A) =
p ) Total number of possible occurrences
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Sometimes the probability can be calculated
a priori (before the event) by reasoning alone.

Example: If we buy a lottery ticket in a draw where there
are 100 000 tickets, the probability of winning first
prize if the lottery is fair (all tickets have an equal
chance of being drawn by random selection) is:

1
p (1% prize) = 100000 = 0.00001
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Given the above data, we can calculate the
probability of a selected individual of over 65
years of age dying of any of the specified causes.

For instance, the probability of a given individual
dying of coronary heart disease is:

(dyi f heart di ) = 50%—05
p (dying of heart disease) = T--0 = 0.
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Example: Let’s try to specify the frequency
distribution of neonates' weight. Let’s
assume that the distribution is
approximately normal, with the mean (X) of
3.5 kg and a standard deviation (s) of 0.6
kg. We are interested in the probability of a
randomly selected neonate having a birth
weight of 2.5 kg or under (borderline for
low birth weight).






image9.png

The area A under the curve corresponds to the
probability of obtaining a score of 2.5 or under.

To calculate proportions or areas under the
normal curve, we firstly need to translate the raw
score of 2.5 into a z score.
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To determine this area, we calculate firstly z, and z, ,
corresponding to 4 kg and 5 kg.

_x—a?_4—3.5_083
AT T T To6
X—X 5—35
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Using the table for z, we determine that the area
between z; and x 1s 0.2967 and area between z, and
x =0.4938.

The required area A, =0.4938 - 0.2967 = 0.1971

We can conclude that the probability of a
randomly selected child having a birth weight
between 4 kg and 5 kg is p = 0.1971. So, there is a
chance of 19,71 in a hundred or about 20% that the
birth weight will be between 4 kg and Skg.
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Example: n=100, BP=148 mmHg, s=10 mmHg.

What is the confidence interval (CI) for p at the 95%
probability level?

df=100-1=99

t-value from the table of critical values at 0.05 for
df=99 1s between 2.00 and 1.98. We can take 1.99

Then we can replace the data in the formula
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1. Introduction and logic of hypothesis testing

2. Basic concepts

3. Steps in hypothesis testing
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1. INTRODUCTION AND LOGIC OF HYPOTHESIS TESTING 

30.9.2019 г.
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What is statistical hypothesis testing?
It is simply the process of decision making. 
	Suppose that a physician researcher hypothesized that cancer patients’ participation in a stress management programme would result in lower anxiety. 
	Two groups were observed. The first group consisted of 25 patients as a control group (they didn’t participate in a stress management programme and 25 subjects in the experimental group that were subjected  to a stress management programme.

30.9.2019 г.
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	The researcher found that the mean anxiety level for the experimental group was 15.8 and that of the control group is 17.5. 

	Should the researcher conclude that the hypothesis stated has been supported?

	In fact, some group differences are observed and they were in a predicted direction, but the results might simply be the result of sampling fluctuations.
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	Statistical hypothesis testing allows researchers to make objective decisions concerning the results of their studies. Scientists need such a mechanism for helping them to decide which outcomes are likely to reflect only chance differences between sample groups and which are likely to reflect true population differences. 
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	To answer such question a researcher  should use tests of significance.

	 Tests of significance are standard statistical procedures for drawing inferences from sample estimates about unknown population parameters. Sample estimates are never exact, being subject to sampling errors. Thus, in the design of any medical research, attempts are made to reduce these sampling errors. 
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	Tests of significance allow the researchers to decide whether the sample estimates, or the differences between estimates, are within their normal biological variation, commonly called variability due to chance or chance variation.

	So, any time when a difference is observed it is important to answer the question whether such a difference has occurred by chance alone or it is due to some other causes.  
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The possible causes of observed differences may be related:
—  to chance variation;
—  to the factor under study;
—  to the other "real" factors;
—  to some "spurious" factors, such as bias and non-comparability.

30.9.2019 г.





11

THE LOGIC OF HYPOTHESIS TESTING

Hypothesis testing is the process of deciding statistically whether the findings of an investigation reflect chance or 'real' effects at a given level of probability.
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The mathematical procedures for hypothesis testing are based on the application of probability theory. Because of this, decision errors in hypothesis testing cannot be entirely eliminated. 

However, the process allows to specify the probability level at which we can claim that the data obtained in an investigation support experimental hypotheses. 
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2. BASIC CONCEPTS
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Null hypothesis - H0
	The procedures used in testing hypothesis are based on negative inference. This logic seems somewhat unusual to beginning researchers.  
	Let’s look at the previous example with the stress management programme. The researcher tested the effectiveness of this programme to reduce stress and anxiety in cancer patients and he found a difference in experimental and control groups. 
	There two possible explanations for this outcome:
1. the experimental treatment was successful in reducing patients’ anxiety;
2. the differences may resulted to chance factors (such as differences in anxiety levels of the two groups before any treatment.   
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The first explanation corresponds to the researcher’s scientific hypothesis. 

The second explanation corresponds to the null hypothesis. 

Null hypothesis - H0  is a statement that there is no actual relationship between dependent and independent variables (level of anxiety and stress management programme) and that any observed relationship is only a function of chance or sampling fluctuations.  

30.9.2019 г.
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Alternative hypothesis – H1 or HA (experimental hypothesis) – it’s the hypothesis for which the researcher is trying to gain support through statistical analysis, by rejecting the null hypothesis. 
 H1 states that there is a difference between the groups or a relationship between dependent and independent variables.
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There are two types of experimental hypothesis:

- Directional hypothesis or one-tailed hypothesis 

- Non-directional hypothesis or two- tailed hypothesis
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Directional hypothesis (one-tailed) – it  asserts that differences between groups in the data will occur in a particular direction, e.g. smokes die younger than non-smokers.
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Non-directional hypothesis (two- tailed) – it asserts that there are differences between groups in the data but with no direction specified, e.g. smokers and non-smokers have different life expectancies.
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The statistician normally poses the null hypothesis and then tests it statistically. 

If it is rejected, then the alternative hypothesis (there is a difference between two groups or a relationship between variables) is accepted. 
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Statistical significance (P) – it’s the probability over which H0 is accepted to be true and below which H0 is rejected.

P for H0 + P for H1 = 1 = 100% 
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When P > 0.05 - H0 is true. 
The conclusion is that there is no difference between two groups or a relationship between variables (if some difference is observed it is due to chance). 
 
When P < 0.05 - H0 is false, it is rejected and H1 is accepted. The conclusion is that there is a real difference between the groups or a relationship between variables. 
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Statistical test – it’s a statistic calculated from the sample data and its value is used to decide whether H0 is to be accepted or rejected.

Two types of statistical tests:

Parametric tests – suitable for the analysis of interval or ratio data.

Non-parametric tests – suitable for the analysis of nominal or ordinal data.
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3. STEPS IN HYPOTHESIS TESTING
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1. State the null hypothesis (H0), which claims that any differences in the data were just due to chance: the independent variable has no effect on the dependent variable, or that any difference among groups is due to random effects.
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2. State the alternative hypothesis (H1) - the prediction which we intend to evaluate.
H1 claims that the results are 'real' or 'significant': the independent variable influenced the dependent variable, or that there is a real difference among groups.

3. Decide the type of H1 – directional (one-tailed) or non-directional (two-tailed). 
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4. State the level of significance (the decision level) 
There are two mutually exclusive hypotheses (H1 and H0) competing to explain the results of an investigation. 

Hypothesis testing, or statistical decision making, involves establishing the probability of H0 being true.
 
If this probability is very small, we are in a position to reject the H0.
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The conventional levels of significance:

- "significant" for p < 0.05;
 
- "highly significant" for p < 0.01;

- "not significant" for p > 0.05 or p = 0.05.
If the probability of H0 being true is less than 0.05 or 0.01, we can reject H0.
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Any decision made on probabilistic basis might be erroneous. 

Two types of elementary decision errors can be identified - Type I  and Type II errors. 

Type I error (α) involves mistakenly rejecting H0, when it is true.

Type II  error (β) involves mistakenly accepting Ho when it is false.  
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		Real situation		Decision		

				H0 is rejected		H0 is accepted

		H0  is true		Type 1 error		Right decision

		H1 is true		Right decision		Type II error
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We can minimize the Type I error by setting an acceptable level for α.
  
In scientific research, editors of most scientific journals require that α should be set at 0.05 or less. 
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How can we minimize Type II error?

1.  By increasing the sample size, n.

2.  By reducing the variability of measurements (s), either by increasing accuracy or by using samples which are not highly variable for the measurement producing the data.
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3.   By using a directional H1, on the basis of previous evidence about the nature of the effect.

4.   By setting a less demanding α, type I error rate. 
There is a relationship between α and β, such that the smaller α, the greater β. 
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5. Choose the test statistic 

Statistical test – a statistic calculated from the sample data whose value is used to decide whether H0 is to be accepted or rejected.

Parametric tests – for the analysis of interval or ratio data, e.g. t-test

Non-parametric tests – for the analysis of nominal or ordinal data, e.g. 2
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6. Compute the numerical value of the test statistic from the observed data to decide the probability of H0 being true. That is, we assume H0 is true, and calculate the probability of the outcome of the investigation being due to chance alone. 
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7. Compare the calculated value of the test statistic with tabulated critical values in appropriate standard distribution tables at a specified probability level of significance.
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There may be two types of tests:
One-tailed test - a statistical test where a difference between two groups is tested in a particular direction of the difference, e.g. to test a directional hypothesis – when not only the significance of differences is tested but also the direction of these differences is determined. In other words, the critical area for one-sided test is a series of values that are less or higher that the critical value of the test. 
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One-sided test of significance in a normal curve





40


 
Two-tailed test – a statistical test where a difference between two groups is tested without reference to the expected direction of the difference, e.g. for non-directional hypothesis. 

The critical area for two-sided test is a series  of values that are less that the first critical value of the test and a series of values that are higher than the second critical value of test.
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Two-sided test of significance in a normal curve
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		Level of significance for H0 in two-tailed test														

				P=0.1		0.05		0.02		0.01		0.005		0.002		0.001

		Level of significance for H0 in one-tailed test														

		K (df)		Р=0.05		0.025		0.01		0.005		0.0025		0.001		0.0005

		3		2.353		3.182		4.541		5.841		7.453		10.214		12.924

		4		2.132		2.776		3.747		4.604		5.498		7.173		8.610

		5		2.015		2.571		3.365		4.032		4.773		5.893		6.869

		6		1.943		2-447		3.143		3.707		4.317		5.208		5.959

		7		1.895		2.365		2.998		3.499		4.029		4.785		5.408

		8		1.860		2.306		2.896		3.355		3.833		4.501		5.041

		9		1.833		2.262		2.821		3.250		3.690		4.297		4.781

		10		1.812		2.228		2.764		3.169		3.581		4.144		4.587

		15		1.753		2.131		2.602		2.947		3.286		3.733		4.073

		20		1.725		2.086		2.528		2.845		3.153		3.552		3.850

		25		1.708		2.060		2.485		2.787		3.078		3.450		3.725

		30		1.697		2.042		2.457		2.750		3.030		3.385		3.646

		40		1.684		2.021		2.423		2.704		2.971		3.307		3.551

		60		1.671		2.000		2.390		2.660		2.915		3.232		3.460

		120		1.658		1.980		2.358		2.617		2.860		3.160		3.373

				1.645		1.960		2.326		2.576		2.807		3.090		3.291



30.9.2019 г.





43

8. Decide whether or not to reject H0  according to the p-value. 

If p≥0,05 – H0 is true (it is accepted).

If p<0.05 – H0 is rejected and H1 is accepted.
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Decision rules

1. If the magnitude of the obtained value of the statistic exceeds the critical value, Ho is rejected.

obtained test values ≥ critical values – reject H0

In other words, When p<0.05 in two-tailed test or p<0.025 in one tailed test - H0 is rejected and H1 is accepted, e.g. there is a significant difference. 
In this case, the investigator concludes that the data supported the differences predicted by the alternative hypothesis (at the level of significance).
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Decision rules

2. If the obtained value of the statistic calculated is less than the critical value, H0 is accepted.

obtained test values < critical values – retain H0

In other words, if p-value for H0 is p>0.05 in two-tailed test (p>0.025 in one-tailed test) then H0 is true, e.g. there is no significant difference; the difference observed is due to chance.
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Interpretation of p-values

•    Statistical significance versus medical importance or significance

- a statistically significant difference but of no clinical importance;

- a non-statistically significant observation but with the results pointing to a possible clinical or medical importance.

•    Role of sample size in determining statistical significance
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HYPOTHESIS TESTING 

PARAMETRIC AND NON-PARAMETRIC METHODS FOR HYPOTHESIS TESTING
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Both parametric and non-parametric methods for hypothesis testing are based on the same logic and use the same methodological steps of work.

The difference is only in the last steps 6th and 7th concerning the approaches in calculation of appropriate tests and using different tables of critical values to determine the level of probability (the level of statistical significance).  
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I. PARAMETRIC METHODS FOR HYPOTHESIS TESTING
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T-TEST (FOR INDEPENDENT AND DEPENDENT SAMPLES) 
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The t-test is the most commonly used method to evaluate the differences in means between two groups. 
The groups can be:

- independent (e.g., blood pressure of patients who were given a drug vs. a control group who received a placebo);
 
- dependent (e.g., blood pressure of patients "before" vs. "after" they received a drug).
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From the previous lecture, let’s recall the basic
 
STEPS IN HYPOTHESIS TESTING
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1. State the null hypothesis (H0), which claims that any differences in the data were just due to chance: the independent variable has no effect on the dependent variable, or that any difference among groups is due to random effects.
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2. State the alternative hypothesis (H1) - the prediction which we intend to evaluate.
H1 claims that the results are 'real' or 'significant': the independent variable influenced the dependent variable, or that there is a real difference among groups.

3. Decide the type of H1 – directional (one-tailed) or non-directional (two-tailed). 
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Examples of directional and non-directional hypotheses

For directional hypothesis we use one-sided or one-tailed test. 

For non-directional hypothesis we use two-sided or two-tailed test.
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4. State the level of significance (the decision level) 
There are two mutually exclusive hypotheses (H1 and H0) competing to explain the results of an investigation. 

Hypothesis testing, or statistical decision making, involves establishing the probability of H0 being true.
 
If this probability is very small, we are in a position to reject the H0.
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The conventional levels of significance:

- "significant" for p < 0.05;
 
- "highly significant" for p < 0.01;

- "not significant" for p > 0.05 or p = 0.05.

This means if the probability of H0, being true is less than 0.05 or 0.01, we can reject H0  and we should accept H1.
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Any decision made on probabilistic basis might be erroneous. 

Two types of elementary decision errors can be identified - Type I  and Type II errors. 

Type I error (α) involves mistakenly rejecting H0, when it is true.

Type II  error (β) involves mistakenly accepting Ho when it is false.  
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		Real situation		Decision		

				H0 is rejected		H0 is accepted

		H0  is true		Type 1 error		Right decision

		H1 is true		Right decision		Type II error
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We can minimize the Type I error by setting an acceptable level for α.
  
In scientific research, editors of most scientific journals require that α should be set at 0.05 or less. 
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How can we minimize Type II error rate?

- By increasing the sample size, n.

-  By reducing the variability of measurements (s), either by increasing accuracy or by using samples which are not highly variable for the measurement producing the data.
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- By using a directional H1, on the basis of previous evidence about the nature of the effect.

- By setting a less demanding α. There is a relationship between α and β - the smaller α, the greater β, and vs versa. 
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5. Choose the test statistic 

Statistical test – a statistic calculated from the sample data whose value is used to decide whether H0 is to be accepted or rejected.

Parametric tests – for the analysis of interval or ratio data, e.g. t-test

Non-parametric tests – for the analysis of nominal or ordinal data, e.g. 2
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6. Compute the numerical value of the test statistic from the observed data to decide the probability of H0 being true. That is, we assume H0 is true, and calculate the probability of the outcome of the investigation being due to chance alone. 
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Calculation of t-tests
Besides using statistical software packages, such as SPSS, we can simply calculate  t-criterion. For example, the value of t-criterion for independent samples with different variances can be calculated by the following formula:




where:             is the absolute difference of the means in both groups 
s1 and s2 – standard deviations in both groups and n1 и n2 – number of cases in both groups
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If the calculated statistics are proportions or rates then the t-test is calculated as:




where: 
р1 and p2 – proportions in both groups
q1 and q2 – values to be added to proportions in both groups to come to 1, 100, 1000, ets
n1 and n2 – number of cases in both groups
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7. Compare the calculated value of the test statistic with tabulated critical values in appropriate standard distribution tables at a specified probability level of significance.
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There may be two types of tests:
One-tailed test - a statistical test where a difference between two groups is tested in a particular direction of the difference, e.g. to test a directional hypothesis – when not only the significance of differences is tested but also the direction of these differences is determined. In other words, the critical area for one-sided test is a series of values that are less or higher that the critical value of the test. 
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One-sided test of significance in a normal curve





25


 
Two-tailed test – a statistical test where a difference between two groups is tested without reference to the expected direction of the difference, e.g. for non-directional hypothesis. 

The critical area for two-sided test is a series  of values that are less that the first critical value of the test and a series of values that are higher than the second critical value of test.
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Two-sided test of significance in a normal curve
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		Level of significance for H0 in two-tailed test														

				P=0.1		0.05		0.02		0.01		0.005		0.002		0.001

		Level of significance for H0 in one-tailed test														

		K (df)		Р=0.05		0.025		0.01		0.005		0.0025		0.001		0.0005

		3		2.353		3.182		4.541		5.841		7.453		10.214		12.924

		4		2.132		2.776		3.747		4.604		5.498		7.173		8.610

		5		2.015		2.571		3.365		4.032		4.773		5.893		6.869

		6		1.943		2-447		3.143		3.707		4.317		5.208		5.959

		7		1.895		2.365		2.998		3.499		4.029		4.785		5.408

		8		1.860		2.306		2.896		3.355		3.833		4.501		5.041

		9		1.833		2.262		2.821		3.250		3.690		4.297		4.781

		10		1.812		2.228		2.764		3.169		3.581		4.144		4.587

		15		1.753		2.131		2.602		2.947		3.286		3.733		4.073

		20		1.725		2.086		2.528		2.845		3.153		3.552		3.850

		25		1.708		2.060		2.485		2.787		3.078		3.450		3.725

		30		1.697		2.042		2.457		2.750		3.030		3.385		3.646

		40		1.684		2.021		2.423		2.704		2.971		3.307		3.551

		60		1.671		2.000		2.390		2.660		2.915		3.232		3.460

		120		1.658		1.980		2.358		2.617		2.860		3.160		3.373

				1.645		1.960		2.326		2.576		2.807		3.090		3.291
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8. Decide whether or not to reject H0  according to the p-value. 

If p>0,05 – H0 is true (it is accepted).

If p<0.05 – H0 is rejected and H1 is accepted.
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Theoretically, the t-test can be used even if the sample sizes are very small (e.g., as small as 10), as long as the variables are approximately normally distributed and the variation of scores in the two groups is not reliably different.
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Critical values of Student’s t-test

		Level of significance for H0 in two-tailed test														

				P=0.1		0.05		0.02		0.01		0.005		0.002		0.001

		Level of significance for H0 in one-tailed test														

		K (df)		Р=0.05		0.025		0.01		0.005		0.0025		0.001		0.0005

		3		2.353		3.182		4.541		5.841		7.453		10.214		12.924

		4		2.132		2.776		3.747		4.604		5.498		7.173		8.610

		5		2.015		2.571		3.365		4.032		4.773		5.893		6.869

		6		1.943		2-447		3.143		3.707		4.317		5.208		5.959

		7		1.895		2.365		2.998		3.499		4.029		4.785		5.408

		8		1.860		2.306		2.896		3.355		3.833		4.501		5.041

		9		1.833		2.262		2.821		3.250		3.690		4.297		4.781

		10		1.812		2.228		2.764		3.169		3.581		4.144		4.587

		15		1.753		2.131		2.602		2.947		3.286		3.733		4.073

		20		1.725		2.086		2.528		2.845		3.153		3.552		3.850

		25		1.708		2.060		2.485		2.787		3.078		3.450		3.725

		30		1.697		2.042		2.457		2.750		3.030		3.385		3.646

		40		1.684		2.021		2.423		2.704		2.971		3.307		3.551

		60		1.671		2.000		2.390		2.660		2.915		3.232		3.460

		120		1.658		1.980		2.358		2.617		2.860		3.160		3.373

				1.645		1.960		2.326		2.576		2.807		3.090		3.291
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II. NON-PARAMETRIC TESTS
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The 2 (chi-square) test

2 is appropriate for statistical analysis when:
1.   Variables were measured on a nominal scale.
2.   Measurements were of independent subjects.
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The 2 test is appropriate for deciding if proportions of cases falling into categories are different at a given level of significance. 

The statistic, 2 is given by the formula:
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(fo – fe)2
2 = Σ --------------------, where:
fe

fo – observed frequency for a given category

fe - expected frequency for a given category  if Ho is true
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Example: In 10-year longitudinal cohort study the frequency of chronic obstructive pulmonary disease (COPD) was studied among two groups: smokers and non-smokers. The smoking here is an independent variable (the factor whose impact is studied), and the occurrence of COPD is an outcome (dependent variable). 
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		 		With COPD		Without COPD		Total

		Smokers		100 (75)    a		400 (425)   b		500 – a + b

		Non-smokers		50 (75)    c		450 (425)   d		500 – c + d

		Total		150     a + c		850     b + d		1000
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Steps in hypothesis testing:
1. H1 – there is a difference in COPD in smokers and non-smokers
2. Ho -  there is no difference
3. Defining the expected frequencies. 
The first theoretical value is equal to (150.500):1000=75. We put this value in brackets in the same table cell. The other three theoretical values add the results in the summary row and column.
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Steps in hypothesis testing:

4. Determine the degree of freedom – 
df = (2-1).(2-1)

5. Calculation of 2
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Steps in hypothesis testing:

We can come to the same result using the following formula:



6. Comparing 2 with the table of critical values

7. Conclusion
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CRITICAL VALUES OF 2

		H0		P=0.100		0.050		0.025		0.010		0.005		0.001

		H1		1-P=0.900		0.950		0.975		0.990		0.995		0.999

		K (df) 
1		2.71		3.84		5.02		6.63		7.88		10.83

		2		4.61		5.99		7.38		9.21		10.60		13.82

		3		6.25		7.81		9.35		11.34		12.84		16.27

		4		7.78		9.49		11.14		13.28		14.86		18.47

		5		9.24		11.07		12.83		15.09		16.75		20.52

		6		10.64		12.59		14.45		16.81		18.55		22.46

		7		12.02		14.07		16.01		18.48		20.28		24.32

		8		13.36		15.51		17.53		20.09		21.96		26.13

		9		14.68		16.92		19.02		21.67		23.59		27.88

		10		15.99		18.31		20.48		23.21		25.19		29.59

		15		22.31		25.00		27.49		30.58		32.80		37.70

		20		28.41		31.41		34.17		37.57		40.00		45.32

		25		34.38		37.65		40.65		44.31		46.93		52.62

		30		40.26		43.77		46.98		50.89		53.67		59.70

		40		51.81		55.76		59.34		63.69		66.77		73.40

		50		63.17		67.50		71.42		76.15		79.49		86.66

		60		74.40		79.08		83.30		88.38		91.95		99.61
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Lecture 1

INTRODUCTION TO STATISTICS
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Lecture plan
1. Definition and major objectives of statistics
2. Basic concepts
3. Types of studies and research process
4. Sampling and sample types
5. Classification of variables
6. Organizing and presenting the data
6.1. Table presentation
6.2. Graphical presentation
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1. Definition and major objectives of Statistics
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Statistics is the science that deals with the collection, classification, analysis, and interpretation of numerical facts or data, and that, by use of mathematical theories of probability, imposes order and regularity on aggregates of more or less disparate elements.

29.9.2019 г.

6






Therefore, statistics is the science of collecting, summarizing, presenting and interpreting data, and of using them to estimate the magnitude of associations and test hypotheses.
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In short, statistics is a science that deals with mass events, e.g. events characterized by many cases. 

In medicine there are many problems expressed by mass events, e.g. diseases, births, deaths, disabilities, admissions in and discharges from hospitals, etc.  

For this reason, statistics is of utmost importance in medicine.  
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Two kinds of statistics

1. Descriptive statistics

2. Inferential statistics
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STATISTICAL ACTIVITIES

Statistical description – the process of summarizing the characteristics of data under study (at the sample or population level). This process is called descriptive statistics.

Statistical relationship analysis - the process of analysis of relationship between dependent (effect) and one or more independent (causes) variables. 



29.9.2019 г.





11

STATISTICAL ACTIVITIES

Statistical inference – the process of generalization from a sample to a population, when the observation is performed in a representative sample, usually with calculated degrees of uncertainty; we call this process inferential statistics.
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STATISTICAL ACTIVITIES

If we observe the total population we perform only the methods of descriptive statistics. 

When only the sample is available we usually need to perform description and inference.

Relationship analysis could be performed in both situations.

Which method is to be used depends on statistical features of variables. 
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Major objectives of statistics 

1. To make inferences  about a population, by analysing sample data;



2. To make assessments of the extent of uncertainty in these inferences; and



3. To design the process and extent of sampling so that the observations allow us to draw valid and accurate inferences.
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2. Basic concepts
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POPULATION AND SAMPLE

POPULATION - A statistical population is the complete set of possible measurements corresponding to the entire collection of units for which inferences are to be made. So, the population includes all members of a defined group.



29.9.2019 г.





29.9.2019 г.

16



Diagram to show the role of statistics in using information from a sample to make inferences about the population from which the sample was derived
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POPULATION AND SAMPLE 
The population represents the target of an investigation, and the aim of the process of data collection is to make inferences (draw conclusions) about the population.
Examples of populations:
- all patients with a certain disease,
- all inhabitants of Bulgaria
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POPULATION AND SAMPLE 

For meaningful measurements on a single patient, it is desirable to compare them with the distribution of all such measurements on the complete population of diseased persons in the same categories (sex, age group, geographic area, and so on). 
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POPULATION AND SAMPLE

It is obviously impossible to obtain such data on complete populations; therefore, investigations are to be carried out on a representative subset called a sample.
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POPULATION AND SAMPLE

Thus, a SAMPLE is a subset or a fraction of the population.

Examples of  samples: 

- 50 patients with a certain disease from one regional hospital

- 100 newborns from a neonatal clinic
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POPULATION AND SAMPLE

The raw data of an investigation consist of observations made on individuals. In many situations the individuals are people, but they need not be. For instance, they might be red blood cells, urine specimens, rats, or hospitals. 

The number of individuals is called the sample size. 
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POPULATION AND SAMPLE
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3. Types of studies and the research process

29.9.2019 г.

23





24

TYPES OF STUDY

1. “GENUINE” SAMPLE STUDIES

For most studies, the sample size falls between the above two extremes. In such studies, called representative studies, statistics is most useful. They are the most common in medical practice and science as there are millions of births, deaths, diseases, etc.

29.9.2019 г.





24





25

TYPES OF STUDY

2. 100% STUDIES - the study of the entire population. There is only the need for summarizing the data and no inferences are to be made as all the information has been gathered.

Example: The decennial census in Bulgaria



3. N=1 STUDIES (MONOGRAPHIC STUDIES) - Example: An outbreak of salmonella food poisoning 
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THE RESEARCH PROCESS

 PLANNING 

 HYPOTHESES OR AIMS

 RESEARCH DESIGN

 DATA COLLECTION

 ORGANISATION AND PRESENTATION OF   DATA

 DATA ANALYSIS

 INTERPRETATION AND CONCLUSIONS
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RESEARCH PLANNING

The planning must take into consideration both the previous research evidence as well as the ethical and economic factors before the appropriate research strategy is selected, and the precise research hypothesis or aim is stated.

Hypothesis – a proposition about relationship between variables or about differences between groups that are to be tested.

Variable - a property, attribute or measurement that varies from case to case (age of patients, temperature, blood pressure, height, weight, etc.)
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RESEARCH DESIGN (STRATEGY)

The most vital part of any investigation is its design, just as a house must be built upon solid foundations.
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RESEARCH STRATEGIES

EXPERIMENTAL STUDIES or randomized studies - the group units are determined by a chance - “randomization” 

Randomization allows to make the groups as similar as possible except in one respect that is being studied. So, any differences observed later can be attributed to this factor alone.

Example: controlled clinical trials to compare new treatment with standard one. 

The randomized, double-blind, controlled clinical trial is the “gold standard” of medical research.
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RESEARCH STRATEGIES

NON-EXPERIMENTAL STRATEGIES  or non-randomized studies, called “observational studies”. There is no assignment of cases to experimental groups (e.g. people themselves decide whether or not to smoke).

Two main types of observational studies:

- case-controls studies

- cohort studies

They also may be: prospective and retrospective.
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4. Sampling and sample types
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SAMPLING 

Research in health sciences usually involves data collection on a sample of cases, rather than on the entire population as it is often impossible or extremely costly to study complete populations.

The aim of all sampling methods is to draw a representative sample from the population which allows later to generalize findings from the sample to the population.  
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SAMPLING

If the sample is biased (not representative) the generalization will be less valid, and the conclusions or inferences about the population might be incorrect.

So, the main point is how to draw a representative sample.

The main principle of sampling: every individual should have a known chance of being included in the sample.
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SIMPLE RANDOM SAMPLE

It is suitable for small-scale studies. Each individual among all who could be sampled, say N, has equal chance (1/N) of inclusion in the sample.

Example: To select a simple random sample of 50 cases from a set of 800 births, we could read a table of random numbers: 12454  45730  07944  73506  81149……….   Then select numbers 124, 544, 573, ……. or we could use an equivalent computer programs.
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SYSTEMATIC SAMPLE

This involves working through a list of the entire population and choosing, for instance, every tenth (for 10% sample of N available) or twentieth case (for 5%) for inclusion in the sample.



This approach is useful when cases are automatically time-ordered, such as arrival or discharge of hospital inpatients.



In the simple and systematic sample there is a need of a list of all population – this is not always possible.
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STRATIFIED SAMPLE

Sometimes it is known in advance that there are important subgroups within the population that may affect the results (for instance, males and females, different age groups, etc.). 



The proportions of these subgroups in the sample must be the same as in the population. In this case the sample will be representative to the population.



A list of all members of the population, their characteristics and the proportions of the important groups within the population need to be known.
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Example 1. Say that it is known that coronary disease occurs twice as frequently among males as females and three times more commonly among over 50 year-olds than those under 50. Given a stratified sample of 480, how many females over 50 would you expect in the sample?

Example 2. Say that it is known that coronary disease occurs twice as frequently among males as females and three times more commonly among over 50 year-olds than those under 50. Given a stratified sample of 240, how many males over 50 would you expect in the sample?
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MULTISTAGE CLUSTER SAMPLE

This approach is used when we want to sample for a large-scale study spread over a wide geographic area. As its name implies, it involves multiple stages of sample selection.



Example: To obtain a random sample of all babies born in maternity units across Bulgaria, we can firstly choose a random sample of health districts, than a random sample of hospital units within those districts, then select wards within those units, but at the final level, again, we will choose a simple random sample in each ward.
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OTHER SAMPLES

The above four methods are all “good” for choosing representative samples.

Other methods that are less reliable (less good) for getting correct conclusions:

Convenience sample – it includes subjects who are easiest to select (e.g. first 50 people on the street at one time)

Self-selected sample - in postal surveys, non-responders may bias the results
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SAMPLE SIZE

There  is no magic number that we can point to as an optimum sample size. 

It depends on the characteristics of an investigation. 

The sample size must be adequate for making correct inferences from a sample to a population.

It relates to the concept of sampling error.
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SAMPLING  ERROR

Sampling error is reflected in the discrepancy between the true population parameter and the sample statistic.



Sampling error is inversely proportional to the square root of the sample size. For example,  a 4-fold increase in sample size would result in only 2-fold reduction in the sampling error.
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5. Classification of variables
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VARIABLE 

Variable - a property or attribute that varies.

 Each variable has:

variable values – every single variable can take two or more different values;

distribution of variable values – the complete summary of the frequencies of the values of a single variable. 
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Classifying variables  

1. Regarding their values:

Quantitative (numerical) variables – values of which are expressed by numbers (e.g. weight, number of patients per day);

Qualitative (categorical) variables or attributes – values of which are expressed only by description (e.g. sex, residence, blood group, profession, etc.).
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Classifying variables  

2. Regarding the possibility of infinitive number of their values: 

continuous variables – with potentially infinite number of possible values along a continuum; set of observations that may theoretically lie anywhere within a specified interval on the number scale; the process of measurement produces continuous data; any value inside a range is possible. 

Continuous variables may be presented on: 

interval scale - no true zero (e.g. temperature) 

ratio scale - has a true zero (time, weight, height).
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Classifying variables  

discrete variables – values of which could be arranged into naturally or arbitrarily selected groups of values; set of observations that may lie only on certain isolated points on a number scale; the process of counting produces discrete data; e.g. number of patients per day, number of children in a family, number of live births, number of deaths, etc.
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Classifying variables  

3. Regarding the orderliness of values: 

ordinal variables – values of which are classified into ordered categories, the measurements are on an ordinal scale; e.g. pain intensity (excruciating, severe, moderate, mild, no pain), education (primary, secondary, higher), etc.



nominal variables - there is no natural ordering of categories; the measurements are on a nominal scale; they can be reduced to “yes” or “no”, e.g. sex (dichotomous); blood group (polychotomous), residence, profession, etc.
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Classifying variables  

4. Regarding the number of distinct values:

dichotomous or binary variables – with only two possible values, often containing information of having the characteristic of interest or not;

polychotomous variables – with more than two possible values.
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Classifying variables  

5. Regarding the relationship between two or more variables: 

dependent variables – values of which are depending on the effect of other variables (independent variables) in the relationship under study; they describe the results or the outcome;

independent variables – that are hypothesized to influence the values of other variables (dependent variables) under study; they describe the factors or causes.
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Classifying variables  

All these classifications could be linked to each other. When we put the classification on numerical and categorical variables in the central position and link it to all other classifications, then we can say that:

numerical variables are continuous or discrete, only ordinal and polychotomous, dependent or independent;

categorical variables are only discrete, dichotomous or polychotomous, ordinal or nominal, dependent or independent.
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TYPES OF VARIABLES 

In summary, we usually classify variables into four main types of variables:

Numerical continuous variables 

Numerical discrete variables 

Categorical ordinal variables 

Categorical nominal variables
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6. ORGANIZING AND PRESENTING DATA

29.9.2019 г.

52





53

SOURCES OF DATA

Primary data - data we collect; how best to collect and how much is needed.

Secondary data - data that someone else has already collected; there are various sources of routine health data, published by the NHS or after Population Census, health data collected at regional and district level, etc.
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ORGANIZING AND PRESENTING THE DATA

For any kind of a research it is of basic importance to have data well organized and prepared for description and analysis. As the methods for both kind of activities are statistical methods, it is very important to follow the rules of preparing the data in an adequate structure for statistical analysis.
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SUMMARIZING AND PRESENTING DATA 

Before the interpretation of the information, the raw data must be organized and presented in a clear and intelligible fashion, so the objective here is to convert masses of numbers - raw data - into meaningful summaries, called statistics.

Statistic - a particular number obtained by the mathematical treatment of specific data; a number resulting from the manipulation of the raw data.
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SUMMARIZING AND PRESENTING DATA

How this objective is fulfilled depends on:

the purpose of the investigation;

the type of data involved; and

the intended audience.

For descriptive purposes and internal consumption - pictorial presentation of data is enough.

For external consumption and/or inferences to a wider population - numerical summaries are needed..
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After the collection of raw data they should be organized and presented in a meaningful way. 

Frequency distributions give a  general picture of the pattern of the observations but sets of measurements cannot be adequately described only by the values of all individual measurements. 

For many purposes, the overall summary of a group's characteristics is of utmost importance. 
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There are two basic methods of summarization: 
numerical and 
graphical. 
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The objective of the numerical approach is to convert masses of numbers (raw data) into meaningful summary statistics (indices), reduced to a single number, that convey information about the average (typical) degree of a given variable and the degree to which observations differ (the degree of dispersion or spread). 
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6.1. Table presentation
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ORGANIZING AND PRESENTING THE DATA

The adequate structure is DATA MATRIX. This is a structure in which data of all observational units and all observed attributes of units are organized in a table. 

The basic element of table is a cell. 

The cells are organized in rows and columns. The meaning of elements of the table are as follows:
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ORGANIZING AND PRESENTING THE DATA

Cell – the record of a piece of information (lat. datum) on single attribute (variable) of a single observational unit (statistical unit).



Row - the record of values of all variables for a single unit.



Column - the record of values of all units for a single variable.
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ORGANIZING AND PRESENTING THE DATA
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DATA PRESENTATION

TABLES

2 x 2 Contingency tables - two nominal variables having two categories each

For such tables a measure called the odds ratio (OR) can be calculated which is used in epidemiology to evaluate the risk
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DATA PRESENTATION

TABLES

R x C tables - when a variable has 2 or more outcomes, it can be cross-classified with another one into a larger contingency table with R rows and  columns

In such tables percentages are often given with cell counts. It is important to know which percent - row, column or all.
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6.2. Graphical presentation 





FOR QUALITATIVE VARIABLES 





FOR QUALITATIVE VARIABLES 
The most appropriate graphical presentation is a pie diagram. 

It is constructed very easily:
- the circle is equal to 100 %;
- we calculated the proportion of each part, e.g. the proportion of men and women in a dataset;
- the sum of all proportion is to be equal to 100%.








Primary Disability of Persons over 16 Years of Age in Bulgaria, 2015 (in %)

For students: Read and explain the diagram

Source: Bulgarian health statistics 2016. National Centre of Public Health and Analyses







Source: Bulgarian health statistics 2016. National Centre of Public Health and Analyses

For students: Read and explain the diagram

Mortality by Causes in Bulgaria, 2015 (in %_
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It is possible to use also bar charts for qualitative data.

But remember: In this case all bars should be equal to 100% and each part in the bar should express the proportion of corresponding part of the whole. 
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FOR QUANTITAIVE VARIABLES 





FOR QUAUNTATIVE VARIABLES 

The most appropriate graphical presentations are the following:
- histograms;
- bar charts;
- linear diagrams; 
- map diagrams. 





In the bar charts all bars are separated. 

They are appropriate to express changes in rates over time or levels of rates in different areas (countries, regions, etc.)
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In the histograms all bars are linked to each other. 

They are appropriate to express changes in rates over time or levels of rates or proportions in different areas for the same time (countries, regions, etc.)
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Source: European Health for All database
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Source: European Health for All database
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The linear charts are appropriate to express changes over time.







Source: Bulgarian health statistics 2016. National Centre of Public Health and Analyses
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The maps are appropriate to express different levels of rates in different region.
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Source: European Health for All database
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Source: European Health for All database





1. A sample size increases:

A. The sampling error decreases

B. The population become more accessible

C. The sample becomes more biased



2. A representative sample:

A. Consist of at least 500 cases

B. Is defined as the inverse of the square root of the sample size

C. Reflects precisely the crucial dimensions of a population
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3. Stratified random sampling involves the selection of the most accessible elements of the population.

A. True		B. False



4. Within the following statements select one which you believe to be true. An ordinal variable is one for which: 

A. The data are discrete and can take one of many  values

B. The data are continuous and follow an ordered sequence 

C. The categories of response are ordered
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5. A sample is said to be random when it is not representative of the population.

A. True		B. False



6.Which of the following measures of the variable ‘weight’ is nominal?

A. Weight in kg

B. Weight as obese/overweight/normal/underweight/grossly underweight

C. Weight as ‘normal against pathological’ (obese or grossly underweight

29.9.2019 г.

98





7. Select one of the following variables measured on a nominal scale.

A. Height in cm

B. Ethnic group

C. Education categorized as primary school, secondary school, bachelor degree

D. Age in years



8. The readings ’64 kilograms” is a value on a(n):

A. ratio scale

B. interval scale

C. ordinal scale

D. nominal scale
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9. Which of the following variables has been labelled with an incorrect measuring scale?

A. The number of heart beats per minute: interval

B. Platform numbers at a railway station: nominal

C. Finishing order in a horse race: ordinal

D. Self-rating of anxiety levels on a five point scale: ordinal



10. If the sample size is halved, the sampling error will be doubled.

A. True		B. False
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11. Nominal scales do not have the characteristic of ‘distinctiveness’ (categories).

A. True		B. False



12. Ordinal scales are generally preferable to interval scales.

A. True		B. False



13.  The basic idea underlying sampling is to select a representative sample, from which the investigator can make inferences to the population.

A. True		B. False
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14. Ordinal measures involve rank-ordering the values of a variable.

A. True		B. False

 

15. An interval scale has an absolute zero.

A. True		B. False

 

16. The levels of measurement, which have equal intervals, are the ordinal and nominal scales.

A. True		B. False
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17. The gender of patients is an example of a(n):

A. ratio scale

B. nominal scale

C. ordinal scale

D. interval scale

 

18. “The tenth” is a value on a(n):

A. ratio scale

B. interval scale

C. ordinal scale

D. nominal scale
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 19. A random sample is one in which 50% of the elements of a population have equal chances of being sampled.

A. True		B. False

 

20. The larger the sample size, the larger the sampling error.

A. True		B. False

 

21. If a sample is representative, then it yields valid data for making generalizations about the population from which it was drawn.

A. True		B. False
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22. If a population contains 50% males and 50% females, and our sample 10% males and 90% females, then our sample is said to be biased.

A. True		B. False

 

23 Sample error decreases as the sample size increases.

A. True		B. False

 

24. If a sample is large (say n>500) then the sample must be representative.

A. True		B. False
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